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Cyber Space is militarized – the US executive branch is engaged in a clandestine war against every other state

Gellman & Nakashima 8/30/13 (Barton, Pulitzer Prize-winning American journalist, blogger and bestselling author, Ellen, is a national security reporter for The Washington Post. She focuses on issues relating to intelligence, technology and civil liberties. She previously served as a Southeast Asia correspondent for the paper. She wrote about the presidential candidacy of Al Gore and co-authored a biography of Gore, and has also covered federal agencies, Virginia state politics and local affairs. She joined the Post in 1995. “U.S. spy agencies mounted 231 offensive cyber-operations in 2011, documents show”, http://www.washingtonpost.com/world/national-security/us-spy-agencies-mounted-231-offensive-cyber-operations-in-2011-documents-show/2013/08/30/d090a6ae-119e-11e3-b4cb-fd7ce041d814_story.html)

U.S. intelligence services carried out 231 offensive cyber-operations in 2011, the leading edge of a clandestine campaign that embraces the Internet as a theater of spying, sabotage and war, according to top-secret documents obtained by The Washington Post.

That disclosure, in a classified intelligence budget provided by NSA leaker Edward Snowden, provides new evidence that the Obama administration’s growing ranks of cyberwarriors infiltrate and disrupt foreign computer networks.
Additionally, under an extensive effort code-named GENIE, U.S. computer specialists break into foreign networks so that they can be put under surreptitious U.S. control. Budget documents say the $652 million project has placed “covert implants,” sophisticated malware transmitted from far away, in computers, routers and firewalls on tens of thousands of machines every year, with plans to expand those numbers into the millions.
The documents provided by Snowden and interviews with former U.S. officials describe a campaign of computer intrusions that is far broader and more aggressive than previously understood. The Obama administration treats all such cyber-operations as clandestine and declines to acknowledge them.
The scope and scale of offensive operations represent an evolution in policy, which in the past sought to preserve an international norm against acts of aggression in cyberspace, in part because U.S. economic and military power depend so heavily on computers.

“The policy debate has moved so that offensive options are more prominent now,” said former deputy defense secretary William J. Lynn III, who has not seen the budget document and was speaking generally. “I think there’s more of a case made now that offensive cyberoptions can be an important element in deterring certain adversaries.”

Of the 231 offensive operations conducted in 2011, the budget said, nearly three-quarters were against top-priority targets, which former officials say includes adversaries such as Iran, Russia, China and North Korea and activities such as nuclear proliferation. The document provided few other details about the operations.

Stuxnet, a computer worm reportedly developed by the United States and Israel that destroyed Iranian nuclear centrifuges in attacks in 2009 and 2010, is often cited as the most dramatic use of a cyberweapon. Experts said no other known cyberattacks carried out by the United States match the physical damage inflicted in that case.

U.S. agencies define offensive cyber-operations as activities intended “to manipulate, disrupt, deny, degrade, or destroy information resident in computers or computer networks, or the computers and networks themselves,” according to a presidential directive issued in October 2012.

Most offensive operations have immediate effects only on data or the proper functioning of an adversary’s machine: slowing its network connection, filling its screen with static or scrambling the results of basic calculations. Any of those could have powerful effects if they caused an adversary to botch the timing of an attack, lose control of a computer or miscalculate locations.

U.S. intelligence services are making routine use around the world of government-built malware that differs little in function from the “advanced persistent threats” that U.S. officials attribute to China. The principal difference, U.S. officials told The Post, is that China steals U.S. corporate secrets for financial gain.

“The Department of Defense does engage” in computer network exploitation, according to an e-mailed statement from an NSA spokesman, whose agency is part of the Defense Department. “The department does ***not*** engage in economic espionage in any domain, including cyber.”

‘Millions of implants’

The administration’s cyber-operations sometimes involve what one budget document calls “field operations” abroad, commonly with the help of CIA operatives or clandestine military forces, “to physically place hardware implants or software modifications.”

Much more often, an implant is coded entirely in software by an NSA group called Tailored Access Operations (TAO). As its name suggests, TAO builds attack tools that are custom-fitted to their targets.

The NSA unit’s software engineers would rather tap into networks than individual computers because there are usually many devices on each network. Tailored Access Operations has software templates to break into common brands and models of “routers, switches and firewalls from multiple product vendor lines,” according to one document describing its work.

The implants that TAO creates are intended to persist through software and equipment upgrades, to copy stored data, “harvest” communications and tunnel into other connected networks. This year TAO is working on implants that “can identify select voice conversations of interest within a target network and exfiltrate select cuts,” or excerpts, according to one budget document. In some cases, a single compromised device opens the door to hundreds or thousands of others.

Sometimes an implant’s purpose is to create a back door for future access. “You pry open the window somewhere and leave it so when you come back the owner doesn’t know it’s unlocked, but you can get back in when you want to,” said one intelligence official, who was speaking generally about the topic and was not privy to the budget. The official spoke on the condition of anonymity to discuss sensitive technology.

Under U.S. cyberdoctrine, these operations are known as “exploitation,” not “attack,” but they are essential precursors both to attack and defense.

By the end of this year, GENIE is projected to control at least 85,000 implants in strategically chosen machines around the world. That is quadruple the number — 21,252 — available in 2008, according to the U.S. intelligence budget.

The NSA appears to be planning a rapid expansion of those numbers, which were limited until recently by the need for human operators to take remote control of compromised machines. Even with a staff of 1,870 people, GENIE made full use of only 8,448 of the 68,975 machines with active implants in 2011.

For GENIE’s next phase, according to an authoritative reference document, the NSA has brought online an automated system, code-named TURBINE, that is capable of managing “potentially millions of implants” for intelligence gathering “and active attack.”
‘The ROC’

When it comes time to fight the cyberwar against the best of the NSA’s global competitors, the TAO calls in its elite operators, who work at the agency’s Fort Meade headquarters and in regional operations centers in Georgia, Texas, Colorado and Hawaii. The NSA’s organizational chart has the main office as S321. Nearly everyone calls it “the ROC,” pronounced “rock”: the Remote Operations Center.

“To the NSA as a whole, the ROC is where the hackers live,” said a former operator from another section who has worked closely with the exploitation teams. “It’s basically the one-stop shop for any kind of active operation that’s not defensive.”

Once the hackers find a hole in an adversary’s defense, “[t]argeted systems are compromised electronically, typically providing access to system functions as well as data. System logs and processes are modified to cloak the intrusion, facilitate future access, and accomplish other operational goals,” according to a 570-page budget blueprint for what the government calls its Consolidated Cryptologic Program, which includes the NSA.

Teams from the FBI, the CIA and U.S. Cyber Command work alongside the ROC, with overlapping missions and legal authorities. So do the operators from the NSA’s National Threat Operations Center, whose mission is focused primarily on cyber­defense. That was Snowden’s job as a Booz Allen Hamilton contractor, and it required him to learn the NSA’s best hacking techniques.

According to one key document, the ROC teams give Cyber Command “specific target related technical and operational material (identification/recognition), tools and techniques that allow the employment of U.S. national and tactical specific computer network attack mechanisms.”

The intelligence community’s cybermissions include defense of military and other classified computer networks against foreign attack, a task that absorbs roughly one-third of a total cyber operations budget of $1.02 billion in fiscal 2013, according to the Cryptologic Program budget. The ROC’s breaking-and-entering mission, supported by the GENIE infrastructure, spends nearly twice as much: $651.7 million.

Most GENIE operations aim for “exploitation” of foreign systems, a term defined in the intelligence budget summary as “surreptitious virtual or physical access to create and sustain a presence inside targeted systems or facilities.” The document adds: “System logs and processes are modified to cloak the intrusion, facilitate future access, and accomplish other operational goals.”

The NSA designs most of its own implants, but it devoted $25.1 million this year to “additional covert purchases of software vulnerabilities” from private malware vendors, a growing gray-market industry based largely in Europe.

‘Most challenging targets’

The budget documents cast U.S. attacks as integral to cyber­defense — describing them in some cases as “active defense.”
“If you’re neutralizing someone’s nuclear command and control, that’s a huge attack,” said one former defense official. The greater the physical effect, officials said, the less likely it is that an intrusion can remain hidden.

“The United States is moving toward the use of tools short of traditional weapons that are unattributable — that cannot be easily tied to the attacker — to convince an adversary to change their behavior at a strategic level,” said another former senior U.S. official, who also spoke on the condition of anonymity to discuss sensitive operations.

China and Russia are regarded as the most formidable cyber­threats, and it is not always easy to tell who works for whom. China’s offensive operations are centered in the Technical Reconnaissance Bureau of the People’s Liberation Army, but U.S. intelligence has come to believe that those state-employed hackers by day return to work at night for personal profit, stealing valuable U.S. defense industry secrets and selling them.
Iran is a distant third in capability but is thought to be more strongly motivated to retaliate for Stuxnet with an operation that would not only steal information but erase it and attempt to damage U.S. hardware.

The “most challenging targets” to penetrate are the same in cyber-operations as for all other forms of data collection described in the intelligence budget: Iran, North Korea, China and Russia. GENIE and ROC operators place special focus on locating suspected terrorists “in Afghanistan, Pakistan, Yemen, Iraq, Somalia, and other extremist safe havens,” according to one list of priorities.

Austerity has forced the US to transition to using cyber deterrence instead of nuclear deterrence – constraints on presidential unitariness causes a shift BACK to nuclear based deterrence
Kallberg & Lowther 12 (Jan Kallberg phD University of Texas at Dallas, Adam Lowther is a defense analyst at the Air Force Research Institute. "The Return of Dr. Strangelove: How austerity makes us stop worrying and love the bomb…and cyber war" International Affairs Forum online (2012). http://works.bepress.com/jan_kallberg/3)

Throughout history, adversaries have taken steps toward each other that escalated quickly because they underestimated the options and determination of the other based on the presence of resources of war at hand. Because of this, it is important that America is clear about its intentions and capability. The current “no first use” doctrine of the United States is flawed in that it does not strike fear into the hearts of our adversaries by promoting strategic ambiguity. Because it establishes clear red lines, adversaries are encouraged to push the United States to the edge, which is clearly established in policy. It may also be an unwise policy when cyber deterrence reaches maturity.
The United States is the only nation that has used nuclear arms at war when it eradicated two Japanese cities at the end of World War II. None have yet to employ the nuclear option in cyberspace. America is, after all, the only nation that has used nuclear weapons—credibility that should not be frittered away. For any potential adversary, it is a lethal fact. It might not color the minds of the current American leadership, but it influences foreign leaders. Deterrence relies upon will and capability. If the United States can no longer deter with conventional forces; cyber attack is restrained by international law and military doctrine; international sanctions are ineffective; and coalition building is beyond financial reach; nuclear deterrence becomes the primary upholder of strategic deterrence. When austerity removes other strategically deterring options and the United States is left with nuclear deterrence, Dr. Strangelove and his doomsday machines (cyber and nuclear) can make their triumphal return. 

America’s ability and willingness to wage all-out war is validated by strategic deterrent patrols, bombers sitting on alert, launch-ready missiles, and an offensive cyber-geddon capability. With these assets ready to reach global targets, deterrence is upheld. No matter whether we want it, believe it, like it, or imagine it, federal austerity will force radical change in the nation’s defense posture, which is likely to lead to a greater reliance on nuclear and cyber arms.
Deterrence based off of nuclear weapons makes nuclear war inevitable 

Beljac 09 [Dr Marko Beljac, ‘9. PhD at Monash University and he has taught at the University of Melbourne. “The Case for Minimum Nuclear Deterrence,” Science and Global Security, 7-24-09,**http://scisec.net/?p=154**.]

Nuclear war can best be seen as a form of risk externality. Nuclear weapon states must recognize that nuclear deterrence carries with it a certain probability or risk that an exchange may result due to accidental or inadvertent use. Despite this risk states nonetheless calculate that nuclear weapons serve to promote state policy and are thereby prepared to bare this risk. However, from the perspective of society as a whole this risk is far too large given the consequences that are associated with nuclear weapons employment. During the Cuban Missile Crisis President Kennedy reportedly exclaimed that the risk of war was one third to even. Khrushchev must have known he was taking a huge risk in sending nuclear missiles to Cuba. These risks were taken despite the potential consequences. Attempts have been made to quantify this risk, for instance Ian Bellany draws a link between the number of weapon states in a strategic complex and the probability of accidental use. The quantification of risk is necessarily imprecise; the doomsday clock might well be our best measure. But there does seem to be an intuitive relationship between deterrence and safety. This relationship has been borne out by more empirically minded analysis by Scott Sagan and Bruce Blair. The greater the salience that a state places upon deterrence, for example by maintaining high alert postures, the less safe do nuclear weapons become. Pakistan reportedly does not mate warheads with delivery vehicles. However, in an acute crisis we would expect that for Rawalpindi deterrence would trump safety and this policy would be abandoned by the Army high command. This would increase the risk of inadvertent use. Every improvement in the effectiveness and doctrinal scope of deterrence adds to the risk of accidental exchange because opposing states would need to react accordingly to maintain the effectiveness of their deterrence postures. The greater the scope of deterrence the greater the risk of use given the inevitable strains and frictions of international relations. If nuclear weapons are to deter everything then anything can escalate to nuclear war. 
The BEST case is a shift to using Kinetic Weapons instead of cyber ops – those escalate the propensity for global wars
Kallberg 13 (Jan Kallberg, phD School of Engineering and Computer Science University of Texas at Dallas February 17, 2013Offensive Cyber: Superiority or Stuck in Legal Hurdles?, http://works.bepress.com/cgi/viewcontent.cgi?article=1021&context=jan_kallberg)

In recent years, offensive cyber operations have attracted significant interest from the non-Defense Department academic legal community, prompting numerous articles seeking to create a legal theory for cyber conflicts. Naturally, cyber operations should be used in an ethical way, but the hurdles generated by the legal community are staggering.
At a time when the United States has already lost an estimated $4 trillion in intellectual property as a result of foreign cyber espionage, not to mention the loss of military advantage, focusing on what the United States cannot do in cyberspace only hinders efforts to defend the country from future cyber attack. The country is facing an enemy unrestrained by limitations, clearly visible in blatant cyber attacks on military networks, major banks and media outlets.

Academics who question the legality of offensive counter cyber operations often have limited technical understanding of the unique characteristics of cyberspace. The theoretical framework for an emerging cyber law under development by the legal community uses analogies from international law, such as the laws of the high seas and international commercial air treaties. But these are highly inappropriate for the cyber domain.
For example, the vast majority of these academic legal scholars would require the United States ensure that malicious software attack only combatant systems and legitimate military targets, and not affect any other systems.

What these requirements ignore is the issue of control. Those digital bits easily can be copied and distributed, and targeting removed or redesigned. How can a coder control the duplication of the code?

While code can be targeted to a specific military system, that is no guarantee it will be limited because of the dual use of information technology. There is no control of the code once it is released. 

The legal perception of cyber is based on an assumption that actors are either civilian or military, but there is no such clear distinction in the militarized and contested digital world. It is digital bits; in the same way that we cannot distinguish military air and civilian air. It is just air.

In cyberspace, universities, municipal utilities, communication companies and other actors are a part of the war-fighting effort without clear boundaries to being civilian or military. If the U.S. became engaged in a cyber conflict with Hezbollah in southern Lebanon, an organization that is a mix of crude arms manufacturing, terrorism training and soup kitchens for the poor, there is no way to ensure that a counter cyber attack would not affect the soup kitchens.

Second, to avoid the slightest collateral damage, the counter-attacker needs to be able to identify each computer in the counter-attacked network and verify its purpose. That requires full overview of the targeted system, maybe beyond even what the defending system administrators are aware of. The only way you can verify resources in another network is to pre-emptively gain access to their networks and gain targeting information.
Third, international laws rely on territorial boundaries. The laws of the high sea are effective in international water. The national laws apply to territorial waters. But there is no territorial or international cyberspace as long as attribution is unsolved — and even with attribution solved, the answer to where, when and by whom is troublesome to answer. 
Applying laws of war that have origins in the 1800s, when massive armies fought on a field in broad daylight, in an abundance of object permanence, is not relevant to cyber when the contested space is changed, lost, created, reborn and redesigned in real time. Inferences about cyber operations made in published articles in the academic legal press are in many cases, to use a mild word, spurious. 
Retired Air Force Maj. Gen. Dale Meyerrose, former associate director of national intelligence, said in regard to offensive cyber operations, “Like everything else in cyber, our legal system is about 20 years behind.” 
The risk for the nation is tangible. The proposed legal hurdles evap-orate the opportunity to successfully conduct offensive cyber as a soft policy option. The non-DoD academics’ legal theories on how to conduct cyberwar fail to recognize the human costs in the alternative: traditional kinetic warfare. 
The absence of relevant legal guidance creates confusion and undermines a coherent and systematic approach. Cyber can help the U.S. achieve political and military goals. These operations will require a legal framework based on the unique tenets of cyber to enable, not disable, American options and abilities.
Use of conventional weapons by the US INEVITABLY escalates to Nuclear War
Roth 07 professor in IR at Goucher College 7 [Ariel Ilan Roth, “Nuclear Weapons in Neo-Realist Theory”, REFLECTION, EVALUATION, INTEGRATION, International Studies Review, pg 369-384]

Critical, though not explicit, in Waltz is the belief that a war between nuclear powers will be hard to maintain at the conventional level. Waltz (Waltz and Sagan 2003:9) allows that such a sub-nuclear war may be fought but considers the risk of it escalating to the nuclear level with its accompanying certain destruction as too high for the risk tolerance of most leaders. The strategic studies literature has played host to this debate for decades. Some, like Snyder (1965), have argued that nuclear weapons are, in a sense, mutually negating, creating what has been called the stability-instability paradox, wherein stability at the nuclear level breeds instability at the conventional level. It is, in this conception, as if two duelists stand with guns loaded and cocked at each other’s heads yet proceed to have their fight with daggers instead (Jervis 1989:19-20). Others, like Barry Posen (1982), have argued that even though nuclear states may wish to limit their conflict to conventional weapons, actions that occur during wartime can lead to what he calls “inadvertent escalation.” In his “Cold War Turned Hot” example, NATO attacks near Soviet ballistic submarine bases could draw a nuclear response even though the aim of NATO is not to harm the strategically stabilizing Soviet submarine-based missile arsenal (Posen 1982:29-30). Such an interaction would then escalate further as American targets were hit with nuclear weapons and a war that was supposed to be both limited and sub-nuclear is now an apocalyptic doomsday. The prospects for inadvertent escalation are recognized by Jervis (1989:21) as well who comments that “because escalation can occur although no one wants it to, mutual second-strike capability does not make the world safe for major provocations and limited wars.” This conclusion leads to the first of Jervis’ (1989:23-24) expected outcomes from what he calls the “nuclear revolution,” namely, that there will be peace among the great powers.
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The aff is not a statutory restriction, that’s five things

Statutory restrictions include 5 things

Kaiser 80 [The Official Specialist in American National Government, Congressional Research Service, the Library of Congress, Congressional Action to Overturn Agency Rules: Alternatives to the Legislative Veto; Kaiser, Frederick M., 32 Admin. L. Rev. 667 (1980)] 

In addition to direct statutory overrides, there are a variety of statutory and nonstatutory techniques that have the effect of overturning rules, that prevent their enforcement, or that seriously impede or even preempt the promulgation of projected rules. For instance, a statute may alter the jurisdiction of a regulatory agency or extend the exemptions to its authority, thereby affecting existing or anticipated rules. Legislation that affects an agency's funding may be used to prevent enforcement of particular rules or to revoke funding discretion for rulemaking activity or both. Still other actions, less direct but potentially significant, are mandating agency consultation with other federal or state authorities and requiring prior congressional review of proposed rules (separate from the legislative veto sanctions). These last two provisions may change or even halt proposed rules by interjecting novel procedural requirements along with different perspectives and influences into the process.

It is also valuable to examine nonstatutory controls available to the Congress:

1. legislative, oversight, investigative, and confirmation hearings;

2. establishment of select committees and specialized subcommittees to oversee agency rulemaking and enforcement; 3. directives in committee reports, especially those accompanying legislation, authorizations, and appropriations, regarding rules or their implementation; 4. House and Senate floor statements critical of proposed, projected, or ongoing administrative action; and 5. direct contact between a congressional office and the agency or office in question. Such mechanisms are all indirect influences; unlike statutory provisions, they are neither self-enforcing nor legally binding by themselves. Nonetheless, nonstatutory devices are more readily available and more easily effectuated than controls imposed by statute. And some observers have attributed substantial influence to nonstatutory controls in regulatory as well as other matters.3 It is impossible, in a limited space, to provide a comprehensive and exhaustive listing of congressional actions that override, have the effect of overturning, or prevent the promulgation of administrative rules. Consequently, this report concentrates upon the more direct statutory devices, although it also encompasses committee reports accompanying bills, the one nonstatutory instrument that is frequently most authoritatively connected with the final legislative product. The statutory mechanisms surveyed here cross a wide spectrum of possible congressional action: 1. single-purpose provisions to overturn or preempt a specific rule; 2. alterations in program authority that remove jurisdiction from an agency; 3. agency authorization and appropriation limitations; 4. inter-agency consultation requirements; and 5. congressional prior notification provisions
The aff is not a judicial restriction, that would be a decision by the courts to restrict the executive

WEST’S LAW 08 [West's Encyclopedia of American Law, edition 2. http://legal-dictionary.thefreedictionary.com/judicial]

Relating to the courts or belonging to the office of a judge; a term pertaining to the administration of justice, the courts, or a judge, as in judicial power.

A judicial act involves an exercise of discretion or an unbiased decision by a court or judge, as opposed to a ministerial, clerical, or routine procedure. A judicial act affects the rights of the parties or property brought before the court. It is the interpretation and application of the law to a particular set of facts contested by litigants in a court of law, resulting from discretion and based upon an evaluation of the evidence presented at a hearing.

Judicial connotes the power to punish, sentence, and resolve conflicts.
‘Resolved’ denotes a proposal to be enacted by law 

Words and Phrases 64 Permanent Edition 
Definition of the word “resolve,” given by Webster is “to express an opinion or determination by resolution or vote; as ‘it was resolved by the legislature;” It is of similar force to the word “enact,” which is defined by Bouvier as meaning “to establish by law”.  

Voter for fairness, predictability, limits, and education
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US cyber deterrence is strong now 
Goldsmith, prof of law @ Harvard, 12 [Jack, Henry L. Shattuck Professor @ Harvard Law School, where he teaches and writes about national security law, presidential power, cybersecurity, international law, internet law, foreign relations law, and conflict of laws, served as Assistant Attorney General, Office of Legal Counsel from 2003–2004, and Special Counsel to the Department of Defense from 2002–2003, member of the Hoover Institution Task Force on National Security and Law, 10/15, “The Significance of Panetta’s Cyber Speech and the Persistent Difficulty of Deterring Cyberattacks,” Lawfare, http://www.lawfareblog.com/2012/10/the-significance-of-panettas-cyber-speech-and-the-persistent-difficulty-of-deterring-cyberattacks/]
Secretary of Defense Leon Panetta’s speech last week on cyber is more significant than has been reported.  Most of the coverage focused on Panetta’s grave warnings about cyber threats facing the nation, but the speech’s real significance, I think, concerns DOD’s evolving deterrence posture.  (The speech has other significant elements, but I focus here on deterrence.) Panetta had two main messages related to deterrence. First, because the USG’s attribution skills have improved, “[p]otential aggressors should be aware that the United States has the capacity to locate them and to hold them accountable for their actions that may try to harm America.” Second, “If we detect an imminent threat of attack that will cause significant, physical destruction in the United States or kill American citizens,” then on the orders of the President, DOD can “conduct effective operations to counter threats to our national interests in cyberspace.”  (This second point echoes earlier USG statements, including one made earlier this month by DRNSA Keith Alexander, who said, somewhat less cautiously than Panetta, that DOD must be able to “stop [an attack] before it happens. . . . Part of our defense has to consider offensive measures like that to stop it from happening.”) Here is what I think is significant about Panetta’s speech.¶ First, DOD has previously said that it is trying to improve is attribution capabilities, and in conversation officials have noted some success. Panetta goes further, saying concretely and definitively that DOD has “made significant advances in solving” the attribution problem, presumably through a combination of tracing back the source of a cyber attack and identifying the attacker through “behavior-based algorithms” and human and electronic intelligence. Panetta does not tell us how good or fast DOD is at attribution, and he may to some unknown degree be puffing. Nonetheless, this is a potentially big deal for cyber deterrence. Second, Panetta was more aggressive than DOD has been in the past about the trigger for a self-defensive cyberattack by the United States.  Previously, DOD has stated that adversaries would face a “grave risk” if they launched a “crippling” or “significant” cyberattack on the homeland.  Panetta’s speech changes this posture in two ways.  He is less definitive about the high threshold of a “significant” or “crippling” attack as a trigger for a USG response, and indeed implies that the threshold is (or can be) lower.  And more importantly, he makes plain that the DOD has the capabilities and desire to engage in a preemptive attacks against imminent cyber threats.  This possibility has been hinted at before (most recently, in Alexander’s comment above and in Harold Koh’s  NSA Cyber Command legal conference speech last month).  But Panetta was more definitive about DOD’s capacity and desire to engage in such attacks. (Herb Lin, chief scientist at the National Research Council’s Computer Science and Telecommunications Board, noted to me that Panetta referred to the need to “take action” with “effective operations” against imminent cyberthreats, and pointedly did not state that such actions or operations would necessarily involve cyber means or cyber targets.  This is consistent with DOD’s prior claims that it would use “cyber and/or kinetic capabilities” to redress large-scale cyberattacks.)  Panetta was ambiguous, however, about whether DOD currently has the authorities to engage in such preemptive attacks (by cyber means or other means) in the face of cyber threats.  He said that “we need to have the option to take action against those who would attack us to defend this nation when directed by the president” (emphasis added), and he emphasized DOD capabilities while several times calling for more DOD authorities. I have previously criticized DOD’s announced deterrence policy, so I should say that Panetta’s speech takes steps in the right direction.  Panetta noted improvement in attribution (which is potentially huge), he warned that the USG would hold attackers responsible, he appeared to eliminate unjustifiably super-high thresholds for a self-defensive responses to cyberattacks, and he noted DOD’s capacity and need for preemptive attacks in the face of imminent cyberattacks. That said, Panetta made these points in an after-dinner speech, not an official declaratory policy. And many questions remain, such as: How much better (in terms of speed and accuracy) is our attribution capacity? How do adversaries know whether the USG’s supposed attribution advances are not a bluff?  What exactly is the threshold for a self-defensive offensive operation in response to a cyber attack?  What counts as an imminent threat of cyberattack that would warrant a preemptive attack by the USG?  The effectiveness of any deterrence posture depends on the answers to these (and related) questions, and (very importantly) on our adversaries’ beliefs about the answers to these questions. Ambiguity about the answers might over-deter (as vague criminal law often does), but it might also under-deter (because the adversary misperceives where the red lines are). The effectiveness of deterrence also depends, crucially, on the credibility of our threat to attack in the face of actual or imminent attacks. Several obstacles prevent our threats from being entirely credible. Panetta’s speech and other DOD pronouncements, as well as news reports, indicate that DOD does not think it has adequate legal authorities to engage in offensive operations related to defense, and that USG lawyers are currently putting up affirmative obstacles to such operations.  To the extent that the USG is and appears to be legally constrained from acting as it says it needs to, its threats to act are not credible.
Only deterrence can solve future cyber attacks
Kramer 12 [Franklin D. Kramer is a distinguished research fellow in the Center for Technology and National Security Policy at the National Defense University. He served as the assistant secretary of defense for international security affairs from 1996 to 2001. Stuart H. Starr is also a distinguished research fellow in the Center for Technology and National Security Policy at the National Defense University. He concurrently serves as the president of the Barcroft Research Institute. Larry Wentz is a senior research fellow in the Center for Technology and National Security Policy at the National Defense University., “Cyberpower and National Security”, p. 318]
No cyber deterrence strategy can hope to be airtight to prevent all minor attacks. However, a strategy can increase the chances that major cyber attacks can be prevented; this could protect the United States and its allies not only from a single major attack but also from serial cyber aggressions and resulting damage. A worthwhile goal of a cyber deterrence strategy would be to transform medium-sized attacks into low-probability events and to provide practically 100 percent deterrence of major attacks.

A cyber deterrence strategy could contribute to other key defense activities and goals, including assurance of allies, dissuasion, and readiness to defeat adversaries in the event of actual combat. The goal of dissuading adversaries is crucially important. Thus far, the United States has not been noticeably forceful in stating its intentions to deter major cyber attacks and, if necessary, to respond to them with decisive force employing multiple instruments of power. Meanwhile, several countries and terrorist groups are reportedly developing cyber attack capabilities. Dissuasion of such activities is not an easy task: it requires investment in technical capabilities as well as building an internal consensus to employ these capabilities. If some of these actors can be dissuaded from entering into cyber competition with the United States and its allies, the dangers of actual cyber aggression will diminish.
How would a cyber deterrence strategy operate, and how can its potential effectiveness be judged? Deterrence depends on the capacity of the United States to project an image of resolve, willpower, and capability in sufficient strength to convince a potential adversary to refrain from activities that threaten U.S. and allied interests. As recent experience shows, deterrence can be especially difficult in the face of adversaries who are inclined to challenge the United States and otherwise take dangerous risks. In cases of failure, deterrence might well have been sound in theory but not carried out effectively enough to work. The aggressions of Saddam Hussein, Slobodan Milosevic, and al Qaeda might not have been carried out had these actors been convinced that the United States would respond with massive military force. These aggressions resulted because of a failure to communicate U.S. willpower and resolve, not because the attackers were wholly oblivious to any sense of restraint or self-preservation, nor because the logic of deterrence had lost its relevance.
Deterrence is key to preventing future attacks on nuclear power plants --- that risks a nuclear meltdown
Kesler 11 [Brent, managing editor of Strategic Insights at Naval Postgraduate School, MA Middlebury in international policy & terrorism studies, The Vulnerability of Nuclear Facilities to Cyber Attack, Strategy Insights, Spring 2011, http://edocs.nps.edu/npspubs/institutional/newsletters/strategic%20insight/2011/SI-v10-I1_Kesler.pdf, nrb] 

The United States has 104 nuclear power plants generating 98,000 megawatts of electricity, roughly 20% of the electricity generated within the US. These plants generally have process control systems, often designed by the same companies that provide these systems to non-nuclear power plants.14 However, the operators of non-nuclear plants usually have better hardware and cyber security experience than their colleagues at nuclear facilities. Since installation and upgrades of PCS are costly and time-consuming, most non-nuclear PCS operate for eight to fifteen years, the expected lifespan of the hardware used. However, nuclear plants face even higher costs and more stringent safety requirements for their PCS, so they often choose to continue using their original control systems rather than upgrade. A nuclear PCS can be in service for twenty to thirty years, well past the life expectancy of the hardware. Many plants are still using systems based on analog electronics rather than digital.15 This is confirmed by the experience of nuclear engineer Joe Weiss, now a managing partner of Applied Control Solutions, a consultancy specializing in control system cyber security. Mr. Weiss worked for five years managing a nuclear instrumentation program for the Electric Power Research Institute (EPRI). However, nuclear plants prefer to use tested technologies so Mr. Weiss did not get to do "bleeding edge" research until he managed EPRI's research program for fossil fuel plant instrumentation. This meant that nuclear plants had often adopted modern information technology for their process control systems, but had less experience implementing cyber security on those systems than their colleagues at other electric power plants. This experience gap often led nuclear operators to assume they were less exposed to cyber threats than non-nuclear power plants.16
In the past five years, US government-funded research into the cyber security of process control systems has focused mainly on oil and gas utilities and the electric grid. While nuclear power plants face many of the same issues in protecting their infrastructure, the key difference is the nuclear reactor. Non-nuclear generators can be completely shutdown, but nuclear reactors run for one to two years once the fuel is installed. Even when the reactor is "shutdown", the fuel still produces decay heat and must be cooled, or the reactor core may melt. The partial meltdown of Three-Mile Island Unit 2 occurred during a reactor shutdown due to operator errors and equipment malfunctions.17 If such errors and malfunctions can be replicated by a cyber attack, then a reactor meltdown is possible. To determine the danger of this threat, it is necessary to examine cyber incidents that have occurred at nuclear power plants.

Davis-Besse worm infection

On January 25, 2003, at 12:30 AM Eastern Standard Time, the Slammer worm began exploiting a vulnerability in Microsoft SQL Server. Within ten minutes, it had infected 75,000 servers worldwide—90% of vulnerable hosts. The design of Slammer was simple; it did not write itself to the hard drive, delete files, or obtain system control for its author. Instead, it settled in system memory and searched for other hosts to infect. Removing the worm was as simple as rebooting the server after closing network port 1434, Slammer's point of entry. Installing a patch Microsoft had released six months earlier would eliminate the vulnerability Slammer exploited and prevent another infection.

Although Slammer carried no malicious payload, it still caused considerable disruption. It searched for new hosts by scanning random IP addresses. This generated a huge volume of spurious traffic, consuming bandwidth and clogging networks. Slammer’s random IP scans disabled data-entry terminals at a 911 call center in Bellevue, Washington (population 680,000), shutdown 13,000 Bank of America ATMs, and forced Continental Airlines to cancel several flights when their online ticketing system and kiosks could not process orders.18 South Korea suffered a nationwide internet outage lasting half a day.19

The Slammer worm also infected computer systems at the Davis-Besse nuclear power plant near Oak Harbor, Ohio. The worm traveled from a consultant's network, to the corporate network of First Energy Nuclear, the licensee for Davis-Besse, then to the process control network for the plant. The traffic generated by the worm clogged the corporate and control networks. For four hours and fifty minutes, plant personnel could not access the Safety Parameter Display System (SPDS), which shows sensitive data about the reactor core collected from coolant systems, temperature sensors, and radiation detectors—these components would be the first to indicate meltdown conditions. Power plants are required to notify the NRC if an SPDS outage lasts longer than eight hours.

The reactor at Davis-Besse had been offline for nearly a year before its Slammer infection due to the discovery of a hole in the reactor head.20 Although Slammer's scanning traffic did block sensors from providing digital readouts to control systems, it did not affect analog readouts on the equipment itself; plant technicians could still get reliable data from sensors by physically walking up to them and looking at them, though this process is slower than retrieving data over a network.

Davis-Besse had a firewall protecting its corporate network from the wider internet, and its configuration would have prevented a Slammer infection. However, a consultant had created a connection behind the firewall to the consultancy's office network. This allowed Slammer to bypass the firewall and infect First Energy's corporate network. From there, it faced no obstacle on its way to the plant control network. In response, First Energy set up a firewall between the corporate network and the plant control network.
The Davis-Besse incident highlighted the fact that most nuclear power plants, by retrofitting their SCADA systems for remote monitoring from their corporate network, had unknowingly connected their control networks to the internet. At the time, the NRC did not permit remote operation of plant functions.21 That policy would change by 2008. 

Browns Ferry shutdown

The August 19, 2006, shutdown of Unit 3 at the Browns Ferry nuclear plant near Athens, Alabama, demonstrates that not just computers, but even critical reactor components, could be disrupted and disabled by a cyber attack. Unit 3 was manually shutdown after the failure of both reactor recirculation pumps and the condensate demineralizer controller.22 Without the recirculation pumps, the power plant could not cool the reactor, making a shutdown necessary to avoid melting the reactor core.
The condensate demineralizer is a kind of programmable logic controller (PLC); the recirculation pumps depend on variable frequency drives (VFD) to modulate motor speed. Both kinds of devices have embedded microprocessors that can communicate data over Ethernet, a popular standard for local access networks (LAN). However, both devices are prone to failure in high traffic environments. A device using Ethernet broadcasts data packets to every other device connected to the network. Receiving devices must examine each packet to determine which ones are addressed to them and to ignore those that are not. It appears the Browns Ferry control network produced more traffic than the PLC and VFD controllers could handle; it is also possible that the PLC malfunctioned and flooded the Ethernet with spurious traffic, disabling the VFD controllers; tests conducted after the incident were inconclusive. 

The failure of these controllers was not the result of a cyber attack. However, it demonstrates the effect that one component can have on an entire PCS network and every device on that network. Combined with the Davis-Besse worm infection, the Browns Ferry shutdown presents a possible attack scenario. If a worm like Slammer had infected the control network of an active plant and attempted to spread not only through UDP, but also through Ethernet, it could have disabled the recirculation pumps as well as the sensors that would alert plant personnel to the problem. 

Hatch automatic shutdown

Due to the growing network connections between control systems and office computers, even seemingly simple actions can have unexpected results. On March 7, 2008, Unit 2 of the Hatch nuclear power plant near Baxley, Georgia, automatically shutdown after an engineer applied a software update to a single computer on the plant's business network. The computer was used to collect diagnostic data from the process control network; the update was designed to synchronize data on both networks. When the engineer rebooted the computer, the synchronization program reset the data on the control network. The control systems interpreted the reset as a sudden drop in the reactor's water reservoirs and initiated an automatic shutdown.23

This innocent mistake demonstrates how malicious hackers could make simple changes to a business network that end up affecting a nuclear reactor—even if they have no intent to interfere with critical systems. This incident is probably the least critical of those examined so far, since it activated safety systems rather than disrupting them. However, it also demonstrates that plant operators do not fully understand the dependencies between network devices. This would make it difficult to identify and protect all the vulnerabilities in a process control system.

Stuxnet: a proof of concept

The Stuxnet attack against the Iranian nuclear program demonstrates the impact that a sophisticated adversary with a detailed knowledge of process control systems can have on critical infrastructures. Stuxnet is believed to have destroyed 984 centrifuges at Iran’s uranium enrichment facility in Natanz.24 An analysis of the event by the Institute for Science and International Security (ISIS), based on open source technical data about the Stuxnet computer worm and the Iranian nuclear program, found that Stuxnet may have been designed specifically for that purpose. However, Stuxnet also demonstrates the limitations that even such a sophisticated adversary would face in launching an attack against process control systems. The ISIS report finds that the Stuxnet attack, though it successfully disrupted the Iranian centrifuge program, did not slow down Iran’s accumulation of low-enriched uranium.25 The attack is remarkable for its sophistication, but it did not pose an epic threat to Iran.

However, that sophistication must be considered when assessing the vulnerability of nuclear facilities to cyber attack. The Stuxnet worm targeted specific PCS components used in the Iranian centrifuge cascades: a frequency converter manufactured by Iranian firm Fararo Paya, another frequency converter manufactured by Finland’s Vacon,26 and the S7-315 and S7-417 programmable logic controllers made by Siemens.27

The PLCs controlled the frequency converters to modulate the speed at which the centrifuges spun. Stuxnet commanded the PLCs to speed up and slow down the spinning centrifuges, destroying some of them, while sending false data to plant operators to make it appear the centrifuges were behaving normally. The New York Times report suggests that Stuxnet’s authors may have learned about vulnerabilities in the Siemens controllers thanks to a partnership between Siemens and the Idaho National Laboratory aimed at assessing vulnerabilities in such components. These products are general PCS components not unique to the Iranian nuclear program; Siemens reports that at least 24 of its customers were infected by Stuxnet, though they suffered no damage.28

The reason Stuxnet did not disrupt every vulnerable PCS it infected is that it was programmed to disrupt only systems that had the same configuration as the centrifuge cascade used at Natanz.29 Antivirus company Symantec began detecting Stuxnet traffic in June 2009, mostly in Iran, but also in neighboring countries. However, since it did not spread aggressively and did not damage the systems it had infected, it raised little alarm.30 Only at the Natanz enrichment facility did it have a major effect. Experts cited by the New York Times report suggest that Israeli intelligence provided the specific technical details necessary for Stuxnet to limit its damage to the Iranian nuclear program.

While the New York Times article only presents a possible scenario, that scenario and the evidence reflect the challenges of executing a catastrophic cyber attack against a nuclear facility. Programming is a cyclical process of trial and error. For an amateur hacker working only with a computer, the costs of testing software are trivial. Testing software designed for process control systems, however, requires access to the system in question, which is usually expensive. Malicious hackers could run tests on a remote PCS they had compromised, but an unsuccessful test could raise alarms or damage the system before the hackers were ready for the next stage of an attack. The Stuxnet authors would need a dedicated testbed to refine their code. Stuxnet also incorporated technical information specific to the Iranian facility. These resources are out of the reach of amateurs and would require the kind of funding and actionable intelligence that comes from state sponsorship.

The Stuxnet attack also incorporates elements of the other three incidents examined in this paper. First, it disrupted the systems that monitored physical components, like the Davis-Besse worm infection. Second, it interfered with programmable logic controllers, like the Browns Ferry data storm. Third, it relied on there being some path from ordinary office computer to process control systems, as in the Hatch automatic shutdown. At the same time, the Stuxnet authors innovated on these features: Stuxnet did not simply disrupt sensor output, it faked it; it did not simply interfere with PLCs, it gave them specific instructions; finally, it did not rely on an Internet connection to Natanz—it also traveled between computers on worker’s thumb drives31 and infected components destined for Natanz at their source in the Iranian chain of supply.32

Skeptics and alarmists can both use the Stuxnet attack to justify their positions. Alarmists can point to the vulnerability of PCS and its direct effect on Iranian national interests. However, skeptics can argue that the Stuxnet attack required specific knowledge of a particular facility and cannot be generalized to other systems, the same argument used by the Massachusetts Water Resource Authority. Further, the impact could hardly be described as catastrophic. However, it is important to look at the Stuxnet attack in the context of history. Cyber attacks have evolved from the work of amateurs and professional criminals into a serious endeavor for states engaged in international disputes. States have begun to use cyber attacks not just to gather intelligence or control information networks, but to damage physical infrastructures. While the damage is nowhere near a “digital Pearl Harbor”, the trend is clear: states are actively pursuing cyber attacks as an instrument of foreign policy while advancing the technical know-how such attacks require.
Lessons

These four incidents hold important lessons for the cybersecurity of nuclear facilities and critical infrastructures in general. First, skeptics claim that PCS are immune from attack since they are not connected to the internet. However, the Davis-Besse incident shows that this is a misconception; even operators who try to monitor and protect every connection cannot be sure they know about all of them. Stuxnet even traveled on portable thumb drives to infect computers that were not connected to the internet. Second, skeptics argue that PCS are immune from attack since they are different from ordinary computers. However, all four incidents demonstrate that PCS have become interoperable with ordinary computers, making them vulnerable. Third, vulnerabilities are more complicated than both skeptics and alarmists realize. Alarmists often invoke the danger of hackers taking control of a power plant, but these incidents show how unintelligent computer viruses and even malfunctions in small devices can have big unexpected effects. This suggests that even though nuclear facilities are vulnerable to attack, a malicious hacker would have difficulty making sure an attack works precisely as planned. Even so, states are working to make cyber attacks more precise, supplementing their methods with intelligence from other sources.

Meltdowns independently cause extinction

Lendman 11 [Stephen, MBA @ Wharton, “Nuclear Meltdown in Japan,” 3-13, http://www.thepeoplesvoice.org/TPV3/Voices.php/2011/03/13/nuclear-meltdown-in-japan]

On March 12, Times writer Matthew Wald headlined, "Explosion Seen at Damaged Japan Nuclear Plant," saying: "Japanese officials (ordered evacuations) for people living near two nuclear power plants whose cooling systems broke down," releasing radioactive material, perhaps in far greater amounts than reported. NHK television and Jiji said the 40-year old Fukushima plant's outer structure housing the reactor "appeared to have blown off, which could suggest the containment building had already been breached." Japan's nuclear regulating agency said radioactive levels inside were 1,000 times above normal. Reuters said the 1995 Kobe quake caused $100 billion in damage, up to then the most costly ever natural disaster. This time, from quake and tsunami damage alone, that figure will be dwarfed. Moreover, under a worst case core meltdown, all bets are off as the entire region and beyond will be threatened with permanent contamination, making the most affected areas unsafe to live in. On March 12, Stratfor Global Intelligence issued a "Red Alert: Nuclear Meltdown at Quake-Damaged Japanese Plant," saying: Fukushima Daiichi "nuclear power plant in Okuma, Japan, appears to have caused a reactor meltdown." Stratfor downplayed its seriousness, adding that such an event "does not necessarily mean a nuclear disaster," that already may have happened - the ultimate nightmare short of nuclear winter. According to Stratfor, "(A)s long as the reactor core, which is specifically designed to contain high levels of heat, pressure and radiation, remains intact, the melted fuel can be dealt with. If the (core's) breached but the containment facility built around (it) remains intact, the melted fuel can be....entombed within specialized concrete" as at Chernobyl in 1986. In fact, that disaster killed nearly one million people worldwide from nuclear radiation exposure. In their book titled, "Chernobyl: Consequences of the Catastrophe for People and the Environment," Alexey Yablokov, Vassily Nesterenko and Alexey Nesterenko said: "For the past 23 years, it has been clear that there is a danger greater than nuclear weapons concealed within nuclear power. Emissions from this one reactor exceeded a hundred-fold the radioactive contamination of the bombs dropped on Hiroshima and Nagasaki." "No citizen of any country can be assured that he or she can be protected from radioactive contamination. One nuclear reactor can pollute half the globe. Chernobyl fallout covers the entire Northern Hemisphere." Stratfor explained that if Fukushima's floor cracked, "it is highly likely that the melting fuel will burn through (its) containment system and enter the ground. This has never happened before," at least not reported. If now occurring, "containment goes from being merely dangerous, time consuming and expensive to nearly impossible," making the quake, aftershocks, and tsunamis seem mild by comparison. Potentially, millions of lives will be jeopardized. Japanese officials said Fukushima's reactor container wasn't breached. Stratfor and others said it was, making the potential calamity far worse than reported. Japan's Nuclear and Industrial Safety Agency (NISA) said the explosion at Fukushima's Saiichi No. 1 facility could only have been caused by a core meltdown. In fact, 3 or more reactors are affected or at risk. Events are fluid and developing, but remain very serious. The possibility of an extreme catastrophe can't be discounted. Moreover, independent nuclear safety analyst John Large told Al Jazeera that by venting radioactive steam from the inner reactor to the outer dome, a reaction may have occurred, causing the explosion. "When I look at the size of the explosion," he said, "it is my opinion that there could be a very large leak (because) fuel continues to generate heat." Already, Fukushima way exceeds Three Mile Island that experienced a partial core meltdown in Unit 2. Finally it was brought under control, but coverup and denial concealed full details until much later. According to anti-nuclear activist Harvey Wasserman, Japan's quake fallout may cause nuclear disaster, saying: "This is a very serious situation. If the cooling system fails (apparently it has at two or more plants), the super-heated radioactive fuel rods will melt, and (if so) you could conceivably have an explosion," that, in fact, occurred. As a result, massive radiation releases may follow, impacting the entire region. "It could be, literally, an apocalyptic event. The reactor could blow." If so, Russia, China, Korea and most parts of Western Asia will be affected. Many thousands will die, potentially millions under a worse case scenario, including far outside East Asia. Moreover, at least five reactors are at risk. Already, a 20-mile wide radius was evacuated. What happened in Japan can occur anywhere. Yet Obama's proposed budget includes $36 billion for new reactors, a shocking disregard for global safety. Calling Fukushima an "apocalyptic event," Wasserman said "(t)hese nuclear plants have to be shut," let alone budget billions for new ones. It's unthinkable, he said. If a similar disaster struck California, nuclear fallout would affect all America, Canada, Mexico, Central America, and parts of South America.

Meltdowns also collapse the overall US nuclear industry by decimating public confidence

USA TODAY 12/12/11 [Editorial: Japan's nuke meltdown shouldn't close U.S. plants, http://usatoday30.usatoday.com/news/opinion/editorials/story/2011-12-12/Japan-Nuclear-Regulatory-Commission/51850082/1, nrbontha]
There's never a shortage of things for Americans to worry about — housing foreclosures, the teetering European economy, even bedbugs — so it's no wonder the Japanese nuclear power plant catastrophe that transfixed the world in March has dropped down the list of things to lose sleep over. But new reports suggest that the meltdown at one of the ill-fated Japanese reactors was even worse than originally thought, and large areas around the plant could be uninhabitable for decades. Germany, not known for the types of natural disasters that triggered Japan's crisis, responded to the Fukushima Dai-ichi disaster by shutting down eight of its 17 reactors and moving to phase out the rest by 2022. Should the United States follow suit? In a word, no. For all its drawbacks, nuclear power remains an indispensable part of the U.S. energy mix, reliably providing about 20% of the nation's electricity with little to none of the greenhouse gas emissions generated by competitors such as coal, oil and natural gas. At a time when wind, solar and other renewable forms of energy are still a long way from being able to carry the 24/7 load for a nation increasingly reliant on computers and appliances, nuclear power makes sense — as long as Americans are confident it's as safe as possible, which is where the lessons from Japan come in. The Japanese disaster showed that it's crucial to try to imagine the unimaginable — Japanese regulators apparently never thought that a tsunami would knock out the plant's emergency electric supply. Here at home, designers of the North Anna nuclear power plant in central Virginia apparently never envisioned an earthquake as big as the one that struck the area in August and exceeded the plant's supposed capacity. Luckily, the plant rode it out with no serious damage. While earthquakes and floods are threats to nuclear plants, the worst threat of all is losing the backup electricity necessary to keep pumps running and water circulating to cool nuclear fuel rods. At first, the Japanese plants survived the earthquake and even the tsunami that followed, but when flooding knocked out the plant's badly located backup electricity supply, the reactors lost cooling water and began to melt down. Eventually, explosions released radioactive gas, forcing the evacuation of more than 80,000 people and heavily contaminating an area three times the size of New York City. Reassuringly, the Nuclear Regulatory Commission (NRC) has been focusing on the electricity problem. Plants now typically have just four hours of backup power (although some have ways to keep electricity going for 14 to 16 hours). The Fukushima plant was without power for several days. The commission is mulling new requirements, but it's anywhere from two to four years from implementing new rules for U.S. nuclear power plants to forestall a Fukushima-style disaster. That seems unnecessarily leisurely. Another troubling development: Members of the NRC are at each other's throats, with Chairman Gregory Jaczko and the other four commissioners trading charges of obstinacy. The five are set to testify before Congress on Wednesday. It can't be healthy that the people who are supposed to make sure the nation's nuclear plants operate securely disagree so sharply on regulating the industry. If history proves anything, it's that nuclear power is a reliable part of the U.S. energy mix only to the extent that Americans are confident it's safe. The last serious accident at a U.S. nuclear plant, at Pennsylvania's Three Mile Island in 1979, set back the industry for decades. No new plant has opened in the U.S. since 1996. The only plant under construction is set to open in 2013. Another serious accident could take the U.S. nuclear industry down with it. The Fukushima disaster serves as a reminder that, in nuclear power, there's zero margin for major error.
Collapse of the nuclear power industry causes a quick shift to coal --- the impact is warming

Loudermilk 11 [Micah J., Research Associate for the Energy & Environmental Security Policy program with the Institute for National Strategic Studies at National Defense University, Contracted through ASE Inc, Small Nuclear Reactors and US Energy Security: Concepts, Capabilities, and Costs, May 31st, http://www.ensec.org/index.php?option=com_content&view=article&id=314:small-nuclear-reactors-and-us-energy-security-concepts-capabilities-and-costs&catid=116:content0411&Itemid=375]
Nuclear vs. Alternatives: a realistic picture When discussing the energy security contributions offered by small nuclear reactors, it is not enough to simply compare them with existing nuclear technology, but also to examine how they measure up against other electricity generation alternatives—renewable energy technologies and fossil fuels. Coal, natural gas, and oil currently account for 45%, 23% and 1% respectively of US electricity generation sources. Hydroelectric power accounts for 7%, and other renewable power sources for 4%. These ratios are critical to remember because idealistic visions of providing for US energy security are not as useful as realistic ones balancing the role played by fossil fuels, nuclear power, and renewable energy sources. Limitations of renewables Renewable energy technologies have made great strides forward during the last decade. In an increasingly carbon emissions and greenhouse gas (GHG) aware global commons, the appeal of solar, wind, and other alternative energy sources is strong, and many countries are moving to increase their renewable electricity generation. However, despite massive expansion on this front, renewable sources struggle to keep pace with increasing demand, to say nothing of decreasing the amount of energy obtained from other sources. The continual problem with solar and wind power is that, lacking efficient energy storage mechanisms, it is difficult to contribute to baseload power demands. Due to the intermittent nature of their energy production, which often does not line up with peak demand usage, electricity grids can only handle a limited amount of renewable energy sources—a situation which Germany is now encountering. Simply put, nuclear power provides virtually carbon-free baseload power generation, and renewable options are unable to replicate this, especially not on the scale required by expanding global energy demands. Small nuclear reactors, however, like renewable sources, can provide enhanced, distributed, and localized power generation. As the US moves towards embracing smart grid technologies, power production at this level becomes a critical piece of the puzzle. Especially since renewable sources, due to sprawl, are of limited utility near crowded population centers, small reactors may in fact prove instrumental to enabling the smart grid to become a reality. Pursuing a carbon-free world Realistically speaking, a world without nuclear power is not a world full of increased renewable usage, but rather, of fossil fuels instead. The 2007 Japanese Kashiwazaki-Kariwa nuclear outage is an excellent example of this, as is Germany’s post-Fukushima decision to shutter its nuclear plants, which, despite immense development of renewable options, will result in a heavier reliance on coal-based power as its reactors are retired, leading to a 4% increase in annual carbon emissions. On the global level, without nuclear power, carbon dioxide emissions from electricity generation would rise nearly 20% from nine to eleven billion tons per year. When examined in conjunction with the fact that an estimated 300,000 people per year die as a result of energy-based pollutants, the appeal of nuclear power expansion grows further. As the world copes simultaneously with burgeoning power demand and the need for clean energy, nuclear power remains the one consistently viable option on the table. With this in mind, it becomes even more imperative to make nuclear energy as safe as possible, as quickly as possible—a capacity which SMRs can fill with their high degree of safety and security. Additionally, due to their modular nature, SMRs can be quickly constructed and deployed widely. While this is not to say that small reactors should supplant large ones, the US would benefit from diversification and expansion of the nation’s nuclear energy portfolio.
Emissions are decreasing now --- best EPA data --- shift to coal reverses the trend

Banerjee 4/15/13 [Neela, EPA: U.S. greenhouse gases drop 1.6% from 2010 to 2011, http://articles.latimes.com/2013/apr/15/news/la-pn-us-greenhouse-gases-decrease-20130415, nrb] 

The Environmental Protection Agency says greenhouse gas emissions in the United States showed a 1.6% decline from 2010 to 2011.

The decrease continued an overall decline in U.S. greenhouse gas emissions, down 6.9% since 2005. The EPA said the drop from 2010 to 2011 is driven mostly by power plants switching from coal to natural gas, which emits less carbon dioxide when burned. Additionally, a mild winter in the south Atlantic region of the U.S., where much of the heating is electric, resulted in lower electricity demand.

Power plants are the single biggest source of greenhouse gases, with 33%. The transportation sector is second, with 28% of emissions.

Increases in vehicle fuel economy through 2025 should reduce transportation emissions even further.  Greater switching to natural gas from coal will cut power plant emissions. President Obama has pledged to reduce U.S. greenhouse gas emissions 17% below 2005 levels by 2020. Despite the general decline in greenhouse gas emissions, many experts contend that the administration would have to take further steps to meet the 2020 goal.

Warming causes extinction 

Bushnell 10 [Dennis, chief scientist at the NASA Langley Research Center, MS in mechanical engineering, recipient of the Lawrence A. Sperry Award, AIAA Fluid and Plasma Dynamics Award, the AIAA Dryden Lectureship, and is the recipient of many NASA Medals for outstanding Scientific Achievement and Leadership.) “Conquering Climate Change,” The Futurist, May-June, 2010]
During the Permian extinction, a number of chain reaction events, or “positive feedbacks,” resulted in oxygen-depleted oceans, enabling overgrowth of certain bacteria, producing copious amounts of hydrogen sulfide, making the atmosphere toxic, and decimating the ozone layer, all producing species die-off. The positive feedbacks not yet fully included in the IPCC projections include the release of the massive amounts of fossil methane, some 20 times worse than CO2 as an accelerator of warming, fossil CO2 from the tundra and oceans, reduced oceanic CO2 uptake due to higher temperatures, acidification and algae changes, changes in the earth’s ability to reflect the sun’s light back into space due to loss of glacier ice, changes in land use, and extensive water evaporation (a greenhouse gas) from temperature increases. The additional effects of these feedbacks increase the projections from a 4°C–6°C temperature rise by 2100 to a 10°C–12°C rise, according to some estimates. At those temperatures, beyond 2100, essentially all the ice would melt and the ocean would rise by as much as 75 meters, flooding the homes of one-third of the global population. Between now and then, ocean methane hydrate release could cause major tidal waves, and glacier melting could affect major rivers upon which a large percentage of the population depends. We’ll see increases in flooding, storms, disease, droughts, species extinctions, ocean acidification, and a litany of other impacts, all as a consequence of man-made climate change. Arctic ice melting, CO2 increases, and ocean warming are all occurring much faster than previous IPCC forecasts, so, as dire as the forecasts sound, they’re actually conservative. Pg. 7-8 

1nc – Case
Role of the ballot is the evaluation of policy simulation and to maximize the lives saved.  We should never sacrifice individuals for abstract market values 
Cummisky 96 (David, professor of philosophy at Bates College, Kantian Consequentialism, pg. 145)

We must not obscure the issue by characterizing this type of case as the sacrifice of individuals for some abstract “social entity.”  It is not a question of some persons having to bear the cost for some elusive “overall social good.”  Instead, the question is whether some persons must bear the inescapable cost for the sake of other persons.  Robert Nozick, for example, argues that to use a person in this way does not sufficiently respect and take account of the fact that he is a separate person, that his is the only life he has.”  But why is this not equally true of all those whom we do not save through our failure to act?  By emphasizing solely the one who must bear the cost if we act, we fail to sufficiently respect and take account of the many other separate persons, each with only one life, who will bear the cost of our inaction.  In such a situation, what would a conscientious Kantian agent, an agent motivated by the unconditional value of rational beings, choose?  A morally good agent recognizes that the basis of all particular duties is the principle that “rational nature exists as an end in itself” (GMM 429).  Rational nature as such is the supreme objective end of all conduct.  If one truly believes that all rational beings have an equal value, then the rational solution to such a dilemma involves maximally promoting the lives and liberties of as many rational beings as possible (chapter 5).  In order to avoid this conclusion, the non-consequentialist Kantian needs to justify agent-centered constraints.  As we saw in chapter 1, however, even most Kantian deontologists recognize that agent-centered constraints require a non-value-based rationale.  But we have seen that Kant’s normative theory is based on an unconditionally valuable end.  How can a concern for the value of rational beings lead to a refusal to sacrifice rational beings even when this would prevent other more extensive losses of rational beings?  If the moral law is based on the value of rational beings and their ends, then what is the rationale for prohibiting a moral agent from maximally promoting these two tiers of value?  If I sacrifice some for the sake for others, I do not use them arbitrarily, and I do not deny the unconditional value of rational beings.  Persons may have “dignity, that is, an unconditional and incomparable worth” that transcends any market value ( GMM 436)., but persons also have a fundamental equality that dictates that some must sometimes give way for the sake of others (chapter 5 and 7).  The concept of the end-in-itself does not support th view that we may never force another to bear some cost in order to benefit others.  If one focuses on the equal value of all rational beings, the equal consideration suggests that one may have to sacrifice some to save many.

Existence outweighs other impacts. It is necessary for the “I” that can behave ethically or create meaning.

Gelven ’94 (Michael, Prof. Phil. – Northern Illinois U., “War and Existence: A Philosophical Inquiry”, p. 136-137)

The personal pronouns, like "I" and "We," become governed existentially by the possessive pronouns, like "ours," "mine," "theirs"; and this in turn becomes governed by the adjective "own." What is authentic becomes what is our own as a way of existing. The meaning of this term is less the sense of possession than the sense of belonging to. It is a translation of the German eigen, from which the term eigentlich (authentic) is derived. To lose this sense of one's own is to abandon any meaningfulness, and hence to embrace nihilism. To be a nihilist is to deny that there is any way of being that is our own; for the nihilist, what is one's own has no meaning. The threat here is not that what is our own may yield to what is not, but rather that the distinction itself will simply collapse. Unless I can distinguish between what is our own and what is not, no meaningfulness is possible at all.  This is the foundation of the we-they principle. The pronouns in the title do not refer to anything; they merely reveal how we think. Like all principles, this existential principle does not determine specific judgments, any more than the principle of cause and effect determines what the cause of any given thing is. The we-they principle is simply a rule that governs the standards by which certain judgments are made. Since it is possible to isolate the existential meanings of an idea from the thinglike referent, the notions of we-ness and they-ness can be articulated philosophically. On the basis of this primary understanding, it is possible to talk about an "existential value," that is, the weight o. rank given to ways of existing in opposition to other kinds of value, such as moral or psychological values. But the principle itself is not, strictly speaking, a principle of value; it is an ontological principle, for its foundation is in the very basic way in which I think about what it means to be. The ground of the we-they principle is, quite simply, the way in which we think about being. Thus, it is more fundamental than any kind of evaluating or judging.  One of the things that the authentic I can do, of course, is to concern itself with moral questions. Whether from a deontological sense of obligation or from a utilitarian projection of possible happiness, an I that considers these matters nevertheless is presupposed by them. Although authenticity and morality are distinct, a sense of who one is must precede a decision about how to act. Thus, the question of authenticity comes before the question of obligation. And since the worth of the I is generated from the prior worth of the we, it follows there can be no moral judgment that cancels out the worth of the I or the We. This is not to say that anything that benefits the we is therefore more important than what ought to be done. It is merely to say that any proper moral judgment will in fact be consistent with the integrity of the we. Thus, I would be morally prohibited from offending someone else merely for my own advantage, but no moral law would ever require me to forgo my existential integrity. This is true not only for moral questions but for any question of value whatsoever: all legitimate value claims must be consistent with the worth of the I and the We. It is only because my existence matters that I can care about such things as morality, aesthetics, or even happiness. Pleasure, of course, would still be preferable to pain, but to argue that one ought to have pleasure or even that it is good to have pleasure would simply reduce itself to a tautology: if I define pleasure as the satisfaction of my wants, then to say I want pleasure is tautological, for I am merely saying that I want what I want, which may be true but is not very illuminating.  The existential worth of existing is therefore fundamental and cannot be outranked by any other consideration. Unless I am first meaningful, I cannot be good; unless I first care about who I am, I cannot genuinely care about anything else, even my conduct. To threaten this ground of all values, the worth of my own being, then becomes the supreme assault against me. To defend it and protect it is simply without peer. It is beyond human appeal or persuasion.

Rejection of US power results in genocide

Todd Gitlin, Writer for Mother Jones, an Investigative Activist  Organization, 7/14/2003 ("Goodbye, New World Order: Keep the Global Ideal  Alive" - MotherJones.Com)  http://www.motherjones.com/commentary/gitlin/2003/07/we_478_01.html

The point is that this would be a terrible time to give up on internationalism. The simple fact that the US proved victorious in Iraq does not alter the following chain of truths: To push the world toward democratic rights, power must be legitimate; it is only legitimate if it is held to be legitimate; it is very unlikely to be legitimate if it is unilateral or close to unilateral; and the wider the base of power, the more likely it is to appear legitimate. Bush may have no doubt that American armed force in the Middle East is legitimate, and right now Americans may agree, but that won't do.  Common sense alone should tell us not to overreach. Even with the best intentions in the world -- which hundreds of millions doubt -- the United States is simply not up to the global mission that the Bush administration embraces. This nation hasn't the staying power, the economic strength, the knowledge, the wisdom, or the legitimacy to command the continents. It is sheerest delusion to think otherwise.  Meanwhile, it is an irony of the recent past that as the United States has lost prestige, the United Nations has gained it -- at least outside our borders. For all its demonstrable flaws, it retains some credibility -- no small thing in a world growing more anarchic. Even the U. N.'s sharpest critics concede that it learns from its mistakes. Having failed miserably to stop ethnic cleansing in Bosnia and Rwanda, it started talking about the need to keep constabulary forces at the ready. Having been assigned much of the world's dirty work -- peacekeeping, public health, refugee and humanitarian aid -- its institutions accumulate the lore of experience. Resolution 1441, which the Security Council passed unanimously last year, might even be interpreted, strange to say, as a step forward in the enforcement of international law, for if the U. S. had been more adroit and patient diplomatically, the French and others could have been nudged into signing onto limited force a few months hence. In the end, the organization failed to prevent war, but its hopes have never been more necessary, its resurrection more indispensable.  If internationalism is toothless, right now, that's not an argument against internationalist principle; it's an argument for implanting teeth. If what's left on the East River is nothing but a clunky hulk, there was still enough prestige left in the hulk that George W. Bush, master unilateralist, felt impelled to dally with the Security Council -- however reluctantly, however deceptively -- for months. No less a figure than his father's consigliore and former Secretary of State James W. Baker urged that course upon the president last summer. Going the Security Council route was the tribute George W. Bush paid to internationalism -- before underscoring his contempt for it by going to war on his own schedule.  This is not the first time an international assembly of nation-states has failed abjectly to prove its mettle. Indeed, in 1945, the UN itself was built atop the site of an earlier breakdown. The rubble of the collapsed League of Nations, which had failed to arrest blatant aggression by Italy, Japan, and Germany, had to be cleared away before the UN could rise from the ashes.  Yet rise it did. And people were inspired -- and frightened -- by it. Even as a spectral presence, the UN was substantial enough to arouse right-wingers to put up billboards urging the US to flee its clutches. Recently, George W. Bush fondly remembered those signs, conspicuous around Midland, Texas, during his early years. To Midland's America Firsters, the U. N. had a reputation as demonic as it was, to this writer, benign. In the General Assembly building, which my friends and I frequented in high school, the ceiling was left unfinished -- to signal, we were told, that world peace was unfinished. What if the symbolism was indeed a pointer toward a different order of things?  It is not always easy to tell the difference between dead symbols and promising ones. Push came to shove, and the UN was mainly an intimation -- at most an inspiration. Neither as peacemaker nor peacekeeper was it the world government-in-the-making that some desired and others feared. It was a force in Korea only because the Russians agreed not to play. It was useless in Vietnam. During the endless Israel-Palestine war, it has been bootless. In the 1990s, it failed miserably to stop Serb aggression in Bosnia and Kosovo. It stood by during the Rwandan genocide, too, though its own military commander on the scene, Canadian General Romeo Dallaire, pleaded desperately for UN reinforcements. You can see why realists like to smirk and claim it's hopelessly idealistic to think that the UN could ever amount to anything more than a debating society whose main achievement has been to reserve a lot of Manhattan parking spots.  Interestingly, Dallaire, who was shattered by UN failure in Rwanda, does not sneer. In retirement, he continues campaigning to strengthen world governance. "You can't on one side, say the UN is screwing it up and we're going to go to war, and on other side not give the UN the resources," he said recently. "It is not the UN that failed [in Iraq]. But it is the permanent five [members of the Security Council] in particular. If they don't want the UN to be effective, it won't be." Pause with this elementary observation a moment. The reasons for the UN's weakness are several, but not the least is that -- no surprise here -- the most powerful nations want it weak. They like the principle of national sovereignty, and then some, as the recent war amply demonstrates. It will take a long, steady, popular campaign to override the inhibitions.  Campaigners might start by underscoring some modest successes. For all the impediments thrown in its way -- and not only by the US -- the UN has done constructive work. It helped restore decent governments in Cambodia, East Timor, and Bosnia. It helps keep the peace on the Golan Heights. On a thousand unnoticed fronts, it daily comes to the aid of refugees, the sick, the malnourished. A top UN official recently told me that Secretary General Kofi Annan was inches away from a partition-ending deal in long-suffering Cyprus, only to lose momentum with the distraction of the Bush-Saddam confrontation. In Afghanistan and Iraq, we need not less of the UN, but much more -- more efficient, better led, better funded. Rebuild The Destroyed Nations: Now there's an agenda for a peace movement.  But much of the global movement that sprang up to oppose the Iraq war proceeded to subside into easy chants of "US Out" -- an analogue to the right wing's "US Out of the UN." This sort of short-circuit unilateralism begs the tough questions about the uses (as well as abuses) of international intervention. "US Out" resounds more ringingly if you refrain from thinking about what actual Afghans and actual Iraqis need -- constitutional rights, law enforcement, infrastructure. Protest has its time and place, but what's needed now is politics -- politics to plan the unilateralists' exit from office, combined with practical pressure, here and now, to solve practical problems. We must not permit ourselves to retreat noisily into protest's good night.  Most of all, internationalism needs more than a nudge here and there -- it needs a jump-start, a riveting proof that multilateral action can change facts on the ground. Here's one idea: What if the UN and Europe decided to take on the toughest assignment? There is no more stringent test for internationalism's future than what seems the world's most intractable trauma: The endless Israel-Palestine war, which has outlasted a thousand manifestos, plans, meetings about meetings. The new postwar situation might just be promising, the Bush administration just possibly susceptible to pressure. Practical, peace-seeking Jews and Palestinians ought to get in on the pressure; so should Europeans looking for payback, not least Tony Blair.  And we ought to be thinking of a practical role for a UN, or joint UN-NATO constabulary. As Tony Klug of Britain's Council for Jewish-Palestinian Dialogue has pointed out on openDemocracy.net, the two bloodied, intertwined, myopic peoples need far more than a road map: they need enforcement. Klug's idea is an international protectorate for the West Bank and Gaza. Some combination of the UN, NATO, and various national forces would play various parts. The point would be to supplant the Israeli occupation, relieve the immediate suffering, and guarantee secure borders.  Such a scheme would seem to have taken leave of this earth. The U. S. won't permit it....Sharon won't permit it....The Europeans won't pay for it....The Israelis won't trust the UN, or the Palestinians, who won't trust the Israeli. But what is the alternative? More living nightmares? Occupation and massacre in perpetuity?  Military enforcement on a global scale has been left to ad hoc coalitions -- sometimes with blue helmets, sometimes not. That won't do. To put human rights on the ground, avert genocides to come, and -- not incidentally -- help protect the United States from the more vengeful of empire's resentful subjects (funny, their not understanding how good our power is for them), we need a more muscular global authority -- including a global constabulary. Imagine, say, a flexible force permitted to commit, say, 10,000 troops if a simple majority, eight members, of the Security Council signed on, but expandable to 50,000 if the vote were unanimous. Wouldn't Europe have been in a stronger position to avert Bush's war if such a force had been in readiness to enforce resolutions of the Security Council? A wise superpower would know it needs to share responsibility -- which entails sharing the force that makes responsibility real.  Of course such a denouement is scarcely around the corner, nor is there any guarantee that it is destined to come at all. Like the abolition of slavery, or the unity of Europe, it surely will not come without pain or error, nor will it be the work of a single generation. But again, what is the alternative? Tyranny and unilateralism; hubris and mile-high resentment. In the world as it is, effective moral force cannot preclude military force. If internationalists don't press more strongly for international law and multilateralist order, one thing is certain: we shall be left with protests, playing catch-up forever, waiting for "told you so" moments. "No" is not a foreign policy. Coupled with the properly skeptical "no" must be the transformative "yes" -- not a grudging, perfunctory afterthought, but international law with enforcers; not empire, but human rights with guns.
Neolib inevitable and solves poverty 

Pipe 11--Nicholas, The South Australia Globalist, "The Global Financial Crisis", 2011, www.perspectivist.com/business/the-global-financial-crisis
When assisted by the other neo-liberal views of globalisation and foreign investment, this economic growth leads to other social benefits; it “trickles down” to marginalised populations, while open borders ensure the most efficient distributions of goods worldwide. As a result, closing the gap between affluent and marginalised populations is encouraged. Ergas summarises the effects of this phenomenon as: “(liberalism) works, while the interventionist prescription doesn’t. Ask the hundreds of millions of Chinese, Indians and Vietnamese whom liberalisation has lifted out of poverty.”
The benefits of neo-liberalism are clear, and it is fallacious to overlook them when judging the system itself in the wake of the GFC. Yet there is something else that any critic of neo-liberalism must consider – the fact that, like it or not, neo-liberalism is here to stay.  As Chris Brown notes, the system has become hegemonic and so deeply entrenched in society that its ideals are now part of how things really are. You only have to look at the US Government’s need to bail out and protect several corporations at the height of the GFC to see how deep rooted the neo-liberalism system is, and how its influence lives on.
We control uq --- armed conflict decreasing ---- it’s a trend

Marshall and Cole ‘8 (Monty, Research Prof. Public Policy and Dir. Research Center for Global Policy @ George Mason U., and Benjamin, GMU, Foreign Policy Bulletin: The Documentary Record of United States Foreign Policy, “Global Report on Conflict, Governance and State Fragility 2008”,  doi:10.1017/S1052703608000014)

The Global Report series and its signature State Fragility Index and Matrix first appeared in the March 2007 edition of the Foreign Policy Bulletin.1 It was designed by Monty G. Marshall and Jack Goldstone at the Center for Global Policy, George Mason University, and patterned after the Peace and Conflict series created by Marshall and Ted Robert Gurr in 2001. These global report series were designed to satisfy the imperative for knowing the contrasting conditions characterizing the many states comprising the emerging global system and gauging general system performance in an era of dynamic globalization. The original report published in 2000 sparked controversy within the global policy community with its prescient observation, and presentation of supporting evidence, that “the extent of warfare among and within states lessened by nearly half in the first decade after the [end of the] Cold War.”2 This claim was initially dismissed as either mistaken or misinformed by most officials and analysts in the United Nations Secretariat when it was brought to their attention. The claim clearly challenged the prevailing perception of increasing global disorder and that the world was becoming a more, not less, dangerous place.3 It took several years before critical reaction turned away from examining the claim itself to offering explanations for the global decrease in warfare. In the current Global Report, we continue the original claim by observing that global warfare has remained in decline through 2007 and has diminished by over sixty percent since its peak in the late 1980s. Consistent with the decline in major armed conflicts has been the continuing increase in the number and consolidation of democratic regimes, rising to ninety-four at the end of 2007 (nearly sixty percent of the 162 countries examined in this report). Some cause for concern must also be reported: the number of ongoing armed conflicts may be showing signs of leveling off, the frequency of onsets of new armed conflicts in the world has not decreased substantially since the end of the Cold War in 1991, and the occurrence of “high casualty terrorist bombings” has continued to increase through 2007. It appears that, while world politics have been successful in gaining peaceful settlements to many of the world's armed conflicts, several long-running wars continue to resist peaceful settlement and new armed conflicts continue to break out regularly.

Extinction isn't inevitable 

Jadad and Enkin ‘7
(Alejandro, Canada Research Chair in eInnovation and Prof. @ U. Toronto, and Murray, Emeritus Prof. U. Health Network @ U. Toronto, British Medical Journal, “Computers: Transcending our Limits?” doi:10.1136/bmj.39038.663970.94, 

http://www.bmj.com/cgi/content/full/334/suppl_1/s8)

Since the Stone Age we have evaluated, interpreted, calculated, and computed. As we observed the effects of our primitive interventions we tried, tried again, and modified our technology. Our legs could take us only so far, until we extended their reach through increasingly sophisticated means of transportation—technology that took us across land and sea and through the air. We overcame the limits of our visual acuity with lenses, opening new vistas of the heavens and the microcosm. Our clinical gaze was augmented by new understandings of anatomy, physiology, and pathology. New tools, such as the stethoscope, radiography, and anaesthesia, let us listen to and see into the human body and tinker with it.  Inevitably, we moved beyond augmenting our limbs and our sense organs. Our powerful brain began to realise its own limitations. With its insatiable urge for self improvement and its unparalleled parallel processing capacity it began building tools to enhance itself. We created external devices that exponentially increased our ability to calculate, analyse, and learn. It took us two millennia to jump from the Babylonian abacus to the mechanical eight digit calculator that Pascal built in the Enlightenment. After only two centuries Charles Babbage envisaged a massive, steam powered mechanical calculator designed to print astronomical tables. Less than a century later Alan Turing created Colossus, an electronic computer that helped end a war plagued by our self destructive drive and power. Over only decades in the second half of the 20th century we developed powerful resources to communicate and exchange unlimited amounts of knowledge, almost anywhere and at any time. We created a global network of computers able to decode the genome; machines capable of seeing our body and its functions in three dimensions; tools to track and control diseases remotely. Computers started to change the way we learn, live, communicate, and heal.  Nevertheless, the effect of computers on the delivery of health services, even in rich countries, was not obvious. By the end of the century most people still lacked electronic health records, and few health professionals used email or even the phone as part of their clinical communication. Most budgets targeted the control or treatment of diseases, rather than prevention or health promotion. Collaboration across institutional or geographical boundaries was almost non-existent. In deprived areas of the world computers had little effect on perinatal mortality, major infectious diseases, or access to clean water.  Twenty first century visions  Extrapolations of 20th century trends into 21st century visions are not optimistic. Trans-humanists believe that our role will be over when our brains create intelligent machines that will continue the exponential pace of evolution for ever.1 Their views have been reinforced by the defeat of the best human at chess by a computer, the advent of pilotless aircraft and spaceships, the emergence of robots able to perform surgery without human intervention, and the creation of prosthetic limbs that can be operated mentally. Apocalyptics believe that what we call civilisation is nothing more than a dead end trap, leading to human extinction.2 3 4 Current trends in climate change and environmental degradation, the raised threat of nuclear conflict, the prospect of devastating pandemics, and the unmanageable burden of poverty, chronic diseases, and ageing are strong signals that the arrival of the four horsemen of the Apocalypse may not be far off.  Humanodes in the global superorganism  But extrapolation does not acknowledge the complexity of evolution. A more exciting scenario may be unfolding, in which the future is not predetermined by immutable forces but shaped by our values, our interactions, and our will to survive as autonomously as possible against all odds.5 The 21st century computer age gives us the opportunity to create a "noosphere,"6 a true planetary thinking network with individual but interdependent humans as its nodes. The exponential development of wireless networks, mobile computing tools, and the internet may already be giving us a glimpse of a future in which we could work as "humanodes" in a true global superorganism.7 8  Computer technology can help us achieve optimal levels of health and wellbeing regardless of who or where we are. It can help us transcend our cognitive, physical, institutional, geographical, cultural, linguistic, and historical boundaries. Or it can contribute to our extinction. We believe that the choice is ours. We hope that we choose, not just with information, not just with knowledge, but with wisdom.  

Neoliberalism is self-correcting – consumer-induced responsibility and regulations effectively limit plundering

Hollender and Breen 10 – * Founder of the American Sustainable Business Council, a progressive alternative to the Chamber of Commerce, **Editorial Director of the Fast Company

Jeffrey Hollender, Bill Breen, “The Responsibility Revolution: How the Next Generation of Businesses will Win,” pg. xix
The responsibility revolution is about more than cutting carbon, reducing energy use, monitoring factories, or donating to charities. It’s about reimagining companies from within: innovating new ways of working, instilling a new logic of competing, identifying new possibilities for leading, and redefining the very purpose of business. Consequently, we’ve drawn on the best thinking not only from the corporate responsibility arena, but also from the realms of strategy, leadership, and management. Others, to whom we are indebted, have developed some of this book’s core principles. (We will acknowledge them as we present their ideas.) Our intent is to show how an emerging breed of business revolutionaries is turning theory into practice and building organizations that grow revenue by contributing to the greater good. This is a book about change, but it seeks to help companies change on the inside—change their priorities, the way they organize, how they compete, and the way they interact with the world. We fully concede that many companies, perhaps even most companies, won’t willingly alter their behavior. But they will change nonetheless, and it won’t be because they’ve suddenly seen the light. It will be because massive numbers of consumers, a spreading swarm of competitors, values-driven employees, and even that laggard indicator, the federal government, makes them change. Change is under way. The responsibility revolution spreads. Perhaps you’ve seen the insurrection begin to roil your industry, and you’re determined to get out in front of it. If so, welcome to the cause.

Corporations are revolutionizing towards socially conscious innovation – solves their impact

Hollender and Breen 10 – * Founder of the American Sustainable Business Council, a progressive alternative to the Chamber of Commerce, **Editorial Director of the Fast Company

Jeffrey Hollender, Bill Breen, “The Responsibility Revolution: How the Next Generation of Businesses will Win,” pg. 2-3
To the conventional-minded, putting values before profit is an upside-down way to build strategy—and an all-downside way to spur sales. It sounds extreme, even anarchic. Perhaps Triodos Bank’s resilience and results might give skeptics cause to reset their think- ing. For this Dutch bank signals that ‘‘corporate responsibility’’3 (CR) may well be undergoing a period of unprecedented ‘‘punctuated equilibrium’’—the controversial theory promulgated by the renowned paleontologist Stephen Jay Gould.4 He posited that evolution proceeds mostly slowly, but not always steadily—that it is sometimes inter- rupted by sudden, rapid transitions, in which species decline and are supplanted by entirely new forms. Triodos Bank’s consistently positive performance, which grows out of its mission-first approach to investing, is but one more prominent piece of evidence that corporate responsibility is entering a period of dramatic, accelerated change in its own evolution. What new shapes CR is about to take on, we are just now beginning to understand. But we know this much—corporate responsibility is undergoing a change that’s as revolutionary as it is evolutionary. Consider the evidence: An emerging breed of values-driven companies—some new, some well established—is building a better form of capitalism. A new generation of values-driven leaders has kicked over the alpha capitalists’ argument that ‘‘the only business of business is business.’’ Old-guard notions about ‘‘culpability’’ and ‘‘accountability’’ are being subsumed by the vanguard’s requirement to act authentically and transparently. Bloodless buzzwords like ‘‘corporate responsibility’’ and ‘‘eco- efficiency’’ are being supplanted by a new vocabulary—‘‘corporate consciousness,’’ ‘‘resource intelligence,’’ ‘‘social innovation’’ — that aspires to capture our real-world experiences. Above all, tomorrow’s bellwether organizations are moving beyond the moralist’s dictum to be less polluting, less wasteful, ‘‘less bad.’’ They are striving to meet the innovator’s imposing imperative to be all nourishing, all replenishing, ‘‘all good.’’ This moment of punctuated, accelerated change affects all of us in business. It will determine how tomorrow’s companies organize, strategize, and compete. It will reveal new leaders and expose the phonies and purveyors of greenwash. It will redefine business’s obligations to society and reconfigure the sources of growth and competitive advantage. And it will require us not only to anticipate the end of corporate responsibility as we’ve known it, but also to imagine the whole new models that will replace it.

Capitalism prevents war and has historically caused the largest reductions in poverty and inequality – any other argument ignores empirics and robust economic models
Weede 08 [Erich, professor at the Institute for Political Science and Sociology, “Globalization and Inequality” Comparative Sociology 7, p. 415-433]

Globalization refers to an increasing international division of labor and more trade between economies, to cross-border investment and rapid transfers of technology between nations, to global capital ﬂows and, to a lesser degree, to increasing labor mobility. Th ere is as yet no global labor market. Globalization also implies better opportunities to learn from foreigners or strangers. Th e more similar you are to others, the less likely it is that you can learn from them.1 Unfortunately, many people prefer to rely on established routines and resent the challenge of having to learn from others. Globalization is another word for a worldwide expansion of capitalism. It results in international tax competition (Edwards and de Rugy 2002; Mitchell 2005). Globalization is based on some technological and political prerequisites. These include ever cheaper and faster means of communication and transportation as well as an adequate political environment. The global expansion of capitalism requires political fragmentation: markets should be larger than political units.2 This provides an exit option from oppressive government for capital and, to a lesser degree, for qualiﬁed labor. Such an exit option protects economic freedom from ever-increasing state interference and tax burdens. If one state should be much more powerful than all others, as the US currently is, then globalization requires a deeper commitment to capitalism and economic freedom by the hegemon than by other states. Th ese political requirements of globalization are fulﬁlled. Globalization maximizes the size of the market. Since Adam Smith (1776/1976) we know that the size of the market determines the degree of division of labor which promotes productivity. Thus, globalization is beneﬁcial because it increases productivity. This is not only a theoretical claim, but also an empirical statement. For instance, based on data from the US Bureau of Labor Statistics, yearly economic gains from globalization have been estimated to be somewhere between $1,650 for Americans (Scheve and Slaughter 2007:36–37). Real compensation per hour (including beneﬁts and wages) has also gone up in the past decade, by 22 percent (Griswold 2007:1).3 Since Deng Xiaoping opened China in the late 1970s by introducing reforms which imply creeping capitalism, Chinese agricultural production grew rapidly. Later, China attracted a lot of foreign direct investment. Today China is a major base for manufacturing. By 2005 it was already the third largest exporter, still behind Germany and the US but already ahead of Japan (Th e Economist 2005). By 2008 China is likely to become the biggest exporter in the world. In the early 1980s (but no longer thereafter) even the disparity between urban and rural incomes in China decreased (Lin, Cai, and Li 2003:145). Hundreds of millions of Chinese were taken out of abject poverty. In the ﬁrst two decades of reform, per capita incomes grew fourfold (Bhalla 2002:218). Later, less radical reforms in India led to nearly doubling per capita incomes in a similar period of time and pulled about two hundred million Indians out of abject poverty (Das 2002:360). Since China and India together account for nearly forty percent of mankind and about half of the population living in less developed countries, economic growth in China and India and other Asian countries contributes to the equalization of the global distributions of income between individuals and households. If we are interested in individuals rather than states, then the empirical indicators are clear. Globalization or the global expansion of capitalism has contributed to, or at least been compatible with, an equalization of the size distribution of income between human beings. Since cross-national differences between average incomes are still a more important component of inequality between human beings than intra-national differences in income, it is possible – and currently true – to have the following two trajectories at the same time: growing inequality within many or even most countries amidst some movement towards equality among individuals worldwide (Bhalla 2002; Firebaugh 1999; Goesling 2001; Sala-i-Martin 2007; World Bank 2005). Admittedly, many economies, including the US and China, suffered some deterioration in their domestic income distributions. This is why the legitimacy of capitalism and globalization comes under attack, even in the American citadel of capitalism. This is also why calls for protectionism become louder and louder (Scheve and Slaughter 2007). But critics of globalization tend to forget a basic truth about free trade (Griswold 2007:3): “If workers, capital, and resources can shift within the domestic economy, jobs eliminated by import competition will quickly be replaced by jobs created elsewhere.”4 One should not blame the consequences of institutional sclerosis, or of an unwillingness to adjust, on globalization.  Globalization has led to a significant reduction in mass poverty. Although the Chinese distribution of income has become much less equal since the reform process began in the late 1970s, the strong growth performance of China has pulled hundreds of millions out of abject poverty. In India growth has been less spectacular than in China such that the distribution of income has changed less, and yet again hundreds of millions have been pulled out of abject poverty. Although Latin America and Africa have benefitted much less from globalization than Asia has, these continents also cannot match the demographic weight of Asia. Therefore, their comparative lack of success cannot neutralize Asian progress in global perspective. Moreover, one has to keep in mind that winning in the process of globalization presupposes participating in it, not abstaining from it. One may illustrate global change with data provided by Indian economist Surjit Bhalla (2002:187). He deﬁnes people with a daily income between $10–$40 USD as members of the global middle class. In 1960 this class consisted largely of whites; only six percent were Asians. By 2000, however, 52 percent was Asian. Th e era of globalization is one in which Asia is now recovering, after falling for about two centuries further behind the West. Except for Africa abject poverty worldwide is likely to become signiﬁcantly reduced within one or two decades. Th e African share of abject poverty in the world is expected to rise until 2015 from 36 percent to about 90 percent (Bhalla 2002:S. 172).5 Why did so many people in Asia beneﬁt from globalization, whereas Africans did not? A plausible explanation has been oﬀered by Collier (2007:79).6 He points out that about three quarters of the bottom billion7 live in countries which have suﬀered from civil war or long periods of bad governance and poor economic policies. According to Collier (2007:27), “civil war is development in reverse. It damages both the country itself and its neighbors.” Bad governance and poor economic policies distort incentives and misallocate the meager resources of poor countries. Africa has suﬀered from these development traps to a greater degree than other continents. Moreover, one may argue that a focus on income and income distributions is biased towards understating the beneﬁts of globalization. As Goklany (2007:chaps. 2–3) has pointed out, the same income per capita today (in terms of purchasing power) implies higher life expectancies, lower infant mortalities, less malnutrition, healthier lives, and less child labor than it did decades or centuries earlier. Less developed, still poor countries do benefit from the technological progress achieved by developed and rich countries. Thus, even if one disputes the widely held and well-supported view regarding some equalization of individual or house-hold incomes worldwide in recent decades, one should still accept Goklany’s contention (2007:72): “In the aspects of human well-being that are truly critical – life expectancy, infant mortality, hunger, literacy, and child labor – the world is far more equal today than it was a century ago, in large part because of globalization.”8  Another advantage of globalization is that it contributes to preventing war (Russett and Oneal 2001; Weede 2005). Quantitative research demonstrates that the risk of war between nations is reduced if they trade a lot with each other. There is something like a commercial peace or peace by trade. Moreover, economic freedom reduces involvement in military conﬂict and ﬁnancial market openness also reduces the risk of war (Gartzke 2005, 2007). In particular, I want to underline that economic cooperation paciﬁes the geopolitical relationship between rising China and the West.9   Moreover, there is also something like a democratic peace. The risk of war between democracies is extremely small. In my view, one should conceptualize this as a component of a capitalist peace because democracies prosper best in wealthy countries10 and because capitalism or economic freedom and thereby globalization contribute to prosperity (Weede 2005, 2006). Since rising powers tend to challenge the political status quo, it is fortunate that the two demographic giants of this world seem to prosper under global capitalism.

Technology makes neoliberalism sustainable

Emerson 10 [Patrick, Associate Professor of economics at Oregon State University, 8/7, Oregon Live, “Economic growth: The planet's poor need sustainable expansion”, http://www.oregonlive.com/opinion/index.ssf/2010/08/economic_growth_the_planets_po.html]

Does economic growth represent the biggest threat to the planet, or its salvation? In a recent op-ed ("The fallacy of growth in a finite world," Aug. 1), Jack Hart argues that the goal of economic growth is antithetical to a sustainable world. Hart's views reveal a wealthy-country bias about what growth means and fail to appreciate the perspective of poor countries. His characterization of growth is also inaccurate and perpetuates a common misconception about economic growth -- that it necessarily means resource depletion. Finally, his anti-growth agenda would leave the world more imperiled: Economic growth represents the world's best hope to meet the challenges of the future.  What does growth mean for the stark realities of life in a low-income society? High-income countries enjoy an average life expectancy of almost 80 years, while in low-income countries it's just 53 years. In developing countries an estimated 900 million people do not have enough food, 1 billion people have no access to safe drinking water, 2.4 billion people have inadequate sanitation and 10,000 children die every day from diseases caused by contaminated water. The infant mortality rate in high-income countries is 7 per 1,000, compared with 114 in low-income countries.  These sobering facts of poverty result from a lack of growth. What economic growth has brought to those of us fortunate to live in a wealthy country is not just big TVs and fancy cars, but a safe, secure and long life for ourselves and our children. These statistics are real measures of despair for most of the world's population. The myth of the happy peasant is an arrogant conceit of the wealthy that has existed for centuries to justify income inequality, and it is no truer today than it was in feudal times.  Hart argues that the growth of the 19th and 20th centuries has come largely through the depletion and degradation of the earth's natural resources. Growth does not mean resource depletion, however; this is but one way to accomplish growth. Becoming more efficient -- in other words, conserving our resources -- is another. Anything that provides value produces growth. A better, more energy-efficient light bulb, a time-saving personal computer and a better electric car are all ways through which growth can be achieved.  Poverty and population growth are highly correlated because poor families in developing countries need children to provide the social safety net that their governments do not. Societies that have experienced economic growth, however, have seen population growth rates decline precipitously. And more people doesn't necessarily represent a problem; it represents a challenge, an incentive and a resource. More people means an increased emphasis on finding more efficient ways to live; it means more potential talent -- brainpower and creativity -- to help solve the very problems we face.  Not only does growth not mean resource depletion, but creating more efficient technologies is necessarily growth-enhancing. This is why growth represents the hope of the future, not the challenge to it. Much of the recent growth in developed countries has been achieved not through resource depletion but through the microcomputer and information technology revolution, through designing more efficient buildings and machines, and through substantial improvements in transportation efficiency. This is what will typify 21st century growth: doing more with less.  High-income countries, led by the United States, do use the lion's share of the world's energy. But the U.S. produces a lot more value per unit of energy than does China. And high-income countries are making the biggest investment in renewable-energy technology, because our wealth causes us to place increased value on the environment.  Developing countries present a key challenge to a sustainable future because their growth often comes at a high environmental cost. When more than one in every 10 children dies in infancy, it is hard to prioritize the environment. It behooves the developed world, then, to create the proper incentives -- through carbon taxes, technology transfers, grants and aid -- so the poor countries of the world can achieve growth through sustainable practices.  I am deeply troubled by the vilification of economic growth, because to me economic growth represents the exact opposite of what Hart and others suggest: It represents the best hope for a sustainable, healthy world where all people, regardless of where they were born, can look forward to a life without fear and hardship. And it is why I have dedicated myself to trying to help poor countries grow faster

The spread of capitalism is the only explanation of the reduction in great power war – robust tests of past conflicts and multiple theories confirm. Alternate explanations do not have any support.

Mousseau 09 [Michael, associate professor of International Relations at Koc University in Istanbul, “The Social Market Roots of Democratic Peace,” International Security Vol 33 No 4, Spring, Muse]

One of the most important achievements in the study of international security has been the arrival and broad acceptance of the “democratic peace,” that is, the statistically significant absence of war between democracies. This discovery has produced a broader acceptance of domestic factors in the study of international conflict. It has also influenced public policy: since the early 1990s, U.S. policymakers have widely embraced democracy as a cause of peace. The extent to which scholars and practitioners can be convinced that democracy causes peace, however, depends on how confident they are in explaining it. Numerous studies have identified democracy as a cause of democratic peace, but none have yielded much meaningful, clear-cut, and nontrivial predictive power—achievements that lie at the heart of scientifically identifying causality. On the contrary, it appears increasingly likely that existing explanations for how democracy causes peace may be incomplete. Several studies have shown that the impact of democracy on peace may depend on the level of economic development.1 No compelling challenges to these findings have been offered, and some scholars who once confirmed the democratic peace now acknowledge the role played by economic conditionality.2 It follows that [End Page 52] democracy, alone, may not be the cause of the peace. Instead, some factor related to economic development either causes the peace or qualifies the impact of democracy on peace. This article advances the understanding of the democratic peace by demonstrating how a particular kind of economic development, contract-intensive development, appears to account for this peace. The economic conditionality of the democratic peace was originally predicted by economic norms theory, which identifies how liberal values may be rooted in the decisionmaking heuristics of a social market economy—that is, one where most people have the opportunity to choose, as individuals in the market, their sources of income and where to spend it.3 In this economy, sometimes called “advanced capitalism,” individuals habitually trust strangers in making contracts and depend on the state to enforce them impartially. They learn to prefer free choice and the equal application of law, and they expect their government to behave accordingly in foreign affairs. As a consequence, contract-intensive societies tend to agree on the preservation of the Westphalian order of sovereign states and the primacy of international law over power politics, and they are in natural alliance against any entity—state or nonstate—that seeks to challenge this order. This study demonstrates that from 1961 to 2001 not a single fatal conflict occurred among nations with contract-intensive economies. In contrast, democracies without contract-intensive economies engaged each other in several fatal conflicts during this period, about the number to be expected if democracy in states without a contracting economy has no impact on foreign policy. These results are highly robust after consideration of many competing causes, few of which have any significant impact on war and peace once the role of the contract-intensive economy variable is considered. The existence of this variable, in contrast, has the strongest impact of all nontrivial variables normally observed in studies of international conflict. Several implications follow from this study. First, this research supports the claims of some critics of the democratic peace who have long argued that a third variable may cause both democracy and peace:4 that variable is a [End Page 53] contract-intensive economy. Second, although challenging the role of democracy as a cause of democratic peace, this study shows that a zone of peace does exist among democratic nations, but it is one that appears to be caused by economic rather than governing institutions. Third, whether or not shared democracy contributes to international peace is an important issue because U.S. leaders’ belief in this proposition has influenced their conduct of foreign policy. President Bill Clinton, for example, supported the United States’ “democratic enlargement” policy because he believed that “democracies don’t attack each other.”5 His successor, George W. Bush, explained that his administration promoted democracy because “democracies don’t go to war with each other.”6 President Barack Obama has asserted that “we benefit from the expansion of democracy” because democracies are “the nations with which we share our deepest values.”7 Although support for democracy may be good for a variety reasons, this article presents compelling evidence that the promotion of peace among nations is not one of them. The article is organized as follows. First, I review the emergence of the democratic peace literature and the evidence linking this peace to economic development. Next, I present several explanations for the role of economic conditionality. I draw out the implications of economic norms theory for explaining stable democracy and peace among nations. After discussing the test conditions, reporting the results, and exploring alternative explanations, I offer a case study of the economic peace involving Greece and Turkey to illustrate the usefulness of the theory. I conclude with several policy implications that follow from the analysis. Two pioneers in the study of the democratic peace were Dean Babst in the 1960s and Rudolph Rummel in the 1970s.8 Key articles by Michael Doyle and [End Page 54] Jack Levy brought increased attention to the concept.9 By the early 1990s, a large number of highly rigorous studies had widely confirmed the proposition that democracies do not go war with each other.10 There are two primary sources of continuing skepticism, however. First, because most explanations for the democratic peace were created after it was first observed—the primary exception being Immanuel Kant in 179511—empirical confirmation for any of them can come only with the observation of novel empirical facts.12 To my knowledge, there are few confirmed, clear-cut, nontrivial, and novel facts that have been explicitly deduced from any explanation for the democratic peace. The closest candidate is the war-winning hypothesis, an expectation deduced from several accounts. The weight of the evidence is mixed as to whether democracies tend to win their wars.13 [End Page 55] Second, the finding that the democratic peace may be conditioned on some level of economic development indicates that democracy, alone, is probably not an independent cause of the peace. The most compelling study in this regard appeared in 2003, when several scholars came together to examine their contending expectations.14 The following four hypotheses were tested: (1) the democratic peace holds firm without any conditions; (2) the democratic peace is conditioned by economic development;15 (3) the democratic peace is conditioned by trade;16 and (4) the interaction of trade and development accounts for the democratic peace.17 The test failed to support hypotheses (1), (3), and (4), and robustly reconfirmed hypothesis (2). Most other studies that have examined the role of economic conditionality have confirmed it, including those of some scholars who had once supported the democratic peace thesis.18 Some scholars have responded to this finding by stressing that the level of economic development at which democracy becomes significant is low enough that, at least in recent years, most democracies are included among [End Page 56] those nations that do not engage in war with each other.19 But in a previous study, I argued that the exact level at which democracy becomes significant is not important, for two reasons. First, the question probably cannot be answered to everyone’s satisfaction. The precise level is highly sensitive to the researcher’s choice of control variables, sample, and measure of economic development.20 Second, without theory, the predicted level of development at which democracy becomes significant poses the danger of the fallacy of induction. Scholars can be much more confident in predictions grounded in theories with established predictive and explanatory power. Not only have all theories of democracy acting alone in causing the peace been unable to produce compelling novel facts, but the economic conditionality of this peace strongly suggests that all of these theories are, at best, incomplete. The issue is not the level of economic development at which democracy becomes a significant force for peace: it is how development causes the peace. Economic Conditionality and Economic Norms Theory Following the first report of the economic conditionality of the democratic peace, several studies sought to explain it. Azar Gat offered a list of factors potentially associated with what he calls economic “modernization,” including industrialization, which has delinked territory from the production of wealth, and a cultural “feminization” of men caused by urbanization and the service economy.21 Erik Gartzke argued that openness of markets may be the cause of the economic peace: nations with freer capital markets are more dependent than others on international investors, who are likely to divest from a country about to engage in war. Policymakers first recognize which nations have free capital markets and which do not, and then give greater credibility to threats made by those with freer capital markets than those with controlled ones. In theory, this can cause countries with freer capital markets to be more peaceful than others. The role of development in the democratic peace is based, presumably, on the assumption that development and capital openness are related.22 [End Page 57] My explanation for the economic peace integrates two long-standing findings in social science.23 First, research in economics and sociology has established the notion of bounded rationality: that is, individuals economize on the costs of decisionmaking by forming cognitive habits—heuristics—for situations they repeatedly encounter.24 Second, studies in economic history and sociology have documented that dependency on ties with friends and families—clientelism—often constitutes significant portions of trade and services in middle- and lower-income countries.25 It follows that divergent everyday routines of individuals in clientelist and contract-intensive societies should give rise to divergent decisionmaking heuristics. In a previous study, I showed how these divergent heuristics can affect political culture and institutions.26 In clientelist economies, individuals depend on group leaders, called “patrons,” who promote loyalty by providing economic and physical security in the form of gifts. To obtain these gifts, clients learn to habitually signal their willingness to abide by all of their patron’s commands with alacrity. When clientelist societies face rapid change and leadership is fluid, political entrepreneurs offer themselves as new group patrons. To increase the demand for security, these political entrepreneurs promote fear of outsiders. This may explain why societies in civil anarchy or in transition between clientelism and advanced capitalism—when high unemployment rates often coexist with clientelist traditions in large cities—tend to give rise to extremist dogmas that fit in-group worldviews, such as nationalist, Marxist, fascist, and militant Islamist ideologies.27 In contract-intensive societies, in contrast, making contracts with strangers promotes loyalty not to patrons but to a state that enforces these contracts with [End Page 58] impartiality and equal application of the rule of law. Because bigger markets offer more contracting opportunities than smaller ones, and because contracts cannot be arranged unless all parties explicitly state their preferences, individuals habitually perceive it as in their interest to respect the preferences and rights of strangers. Compared with voters in clientelist-integrated societies, voters in contract-intensive societies are more likely to support candidates for office who stress individual freedoms, at home and abroad, and who advocate government transparency and equal enforcement of the law. Discussion of the causes of a nation’s transition from a clientelist to a contract-intensive economy is largely beyond the scope of economic norms theory. Exogenous factors include those that make the benefits of trusting strangers in the market greater than the benefits of personalized ties. The theory identifies political factors as the primary cause of economic changes because a contract-intensive economy cannot exist unless government authorities make the decision to enforce contracts with impartiality. But this decision does not guarantee a contract-intensive economy: geographic factors, such as poor harbors or an absence of neighbors with contract-intensive economies, can constrain markets. 28 There is also a likely feedback loop from an emerging market culture to greater opportunities in the market. As increasing numbers of individuals decide to accept the risk of contracting with strangers—as a society approaches the “tipping point”29—the division of labor must grow increasingly complex. This in turn enhances opportunities in the market, causing more individuals to accept the risk of trusting strangers and their states. The shift in loyalty from group leaders to impartial states is not monotonic, however. Acontract-intensive economy can collapse for a variety of reasons, as the nascent capitalist and quasi-liberal political cultures of Classical Athens and Renaissance Italy did after defeats in foreign wars. In the modern era, the feedback loop seems to have started anew in Holland in the fifteenth century (possibly triggered by climate change), and was soon entered into by its neighbors with good harbors: England, northern France, northwestern Germany, and Scandinavia. Over time, contract norms reached more deeply into these societies. By the eighteenth century, however, in only two societies were [End Page 59] these norms in all likelihood highly institutionalized: possibly Switzerland and almost certainly the northern colonies of British North America, led foremost by the Massachusetts Bay Colony.30 By extrapolating from economic history and global migration patterns (because emigration can inversely reflect the level of opportunities in the market), I was able to determine that by the early twentieth century contract-intensive economies were highly institutionalized in all of the previously mentioned regions, as well as in the settler communities of the American West, Australia, Canada, and New Zealand. But between World Wars I and II, global economic troubles stalled the diffusion of contracting, causing it to decline in northwestern Germany when hyperinflation wiped out the middle class. Drawing on data discussed below, I found that by the 1960s contract norms were institutionalized throughout much of West Germany, rural France, the southern United States, and northern Italy, as well as Austria, Finland, and Japan.31 By the end of the Cold War, much of the rest of Italy, as well as Portugal, Singapore, South Africa, South Korea, Spain, and Taiwan seemed to have reached the tipping point. Since the end of the ColdWar, the peoples of Argentina, Chile, the Czech Republic, Greece, Hungary, Malaysia, Poland, and Slovenia may have reached it as well. A broad range of research documents the crucial role of economic norms in influencing political and social phenomena. Karl Polanyi’s book The Great Transformation highlights the transition from clientelist to contractual modes of exchange in Europe from the sixteenth to twentieth centuries.32 Studies in anthropology and archaeology document how economic conditions influence political and institutional preferences.33 As predicted by economic norms theory, there exists a correlation between high income and contracting and between low income and clientelism. Experimental studies have confirmed sizable differences in the way individuals from low- and high-income countries react in tests involving economic preferences.34 Studies in comparative politics have confirmed a strong linkage between economic development and stable, liberal [End Page 60] democracy.35 Survey and case studies in sociology and economics have linked in-group norms with collectivist preferences, and economic development with individualist preferences and higher levels of trust among strangers.36 The contract-intensive economy represents only one form of economic development. In the twentieth century, noncapitalist forms of development included fascism, communism, and petro-clientelism. Nations with these forms of development included totalitarian states (command economies—e.g., the Soviet Union), bureaucratic clientelist states (where authorities distributed wealth with an eye toward promoting and maintaining loyalty—e.g., Saudi Arabia), and “hybrid” states involving a mix of clientelism and totalitarianism (e.g., Nazi Germany). To test whether individuals in contract-intensive, higherincome economies think differently from those in other higher-income economies, I obtained data on levels of trust in nations from the World Values Survey project.37 Recall that contract-intensive economies are thought to foster the expectation that strangers will fulfill their contractual commitments, so a crucial prediction of economic norms theory is that, comparatively speaking, nations with contract-intensive economies should tend to have higher levels of impersonal trust than other nations. There are forty-four countries in 1997 with data on all variables. I regressed trust on gross domestic product (logged) and contract-intensive economy (see measure below). The result confirms this expectation: the contract-intensive economy variable, not higher income per se, is associated with higher levels of trust in nations.38 Both economic norms theory and classical liberal theory focus on the role of markets. But their assumptions and implications differ. Classical liberalism assumes that Adam Smith’s “propensity to truck, barter, and exchange” is ingrained [End Page 61] in human nature, and that freer markets (less state regulation and more foreign trade) promote economic development.39 Economic norms theory suggests that the propensity to truck, barter, and exchange is learned from the sustained presence of market-based opportunities, and that these opportunities have geographic and political origins. In this way, economic norms theory identifies the origins and popularity of classical liberal and social contract theories in the sustained presence of market-based opportunities. When contracting in the market becomes the way of life, people begin to think of it as natural and conceive of democratic governance too as a “social” contract or as embedded in “natural” law.40 Economic norms theory thus offers an explanation for why the classical liberal, social contract, and natural law traditions emerged when and where they did: in the areas of northwestern Europe that were developing contract-intensive economies in the seventeenth and eighteenth centuries. In fact, in contrast to what classical liberalism advocates claim, heavy state regulation of the economy may well be a prerequisite for countries to build and sustain a social market economy. Examples include the Scandinavian countries that have both contract-intensive economies and extensive state redistribution and regulation policies. Economic norms theory predicts that the leaders of contact-intensive nations will be less likely than other leaders to visibly challenge the sovereign rights of other states. This is because the modern interstate system is itself based on contract norms of legal equality: the Protestant Reformation was the consequence of the initial rise of contract norms in northwestern Europe in the sixteenth century; and the Treaty of Westphalia, which settled the Thirty Years’ War in 1648, institutionalized these norms across nations.41 Leaders of contract-intensive nations thus tend to view the continuation of the [End Page 62] Westphalian system of legally equal sovereign states, and the supremacy of international law over brute power politics, as consistent with the values and interests of their domestic populations. At first glance, economic norms theory may seem to imply the monadic expectation that contract-intensive nations should be less likely than other nations to engage in militarized conflict. But nothing in this theory suggests this to be true: rather, it is how they perceive their interests that makes contract-intensive nations different from other nations. Because contract-intensive nations consider the preservation of the Westphalian order to be in their interest, they may engage in wars with non-contract-intensive nations that challenge this order: for example, they may oppose states that threaten other states for economic gain in ways that violate international law. Economic norms theory predicts instead two hypotheses, one dyadic and one conditionally monadic. The dyadic hypothesis predicts a peace among contract-intensive nations; the monadic hypothesis predicts that contract-intensive nations, which are almost always highly democratic, will refrain from fighting other democratic nations. Starting with the dyadic hypothesis, the theory predicts that contract-intensive nations not only will be at peace with each other but are in a natural alliance. The alliance is the result of their fundamental agreement across a range of global issues and their consequent tendency to be on the same side in militarized confrontations.42 When the comparatively rare militarized dispute does occur between two contract-intensive nations, they are more likely than others to settle short of deadly force because their domestic audiences— and domestic opposition leaders—are more likely than their counterparts in non-contract-intensive nations to accept resolution through legal arbitration. The monadic hypothesis is conditioned by democracy. Recall that economic norms theory identifies how a contract-intensive economy can cause a population to value liberal democratic government. It follows that voters in contract-intensive democracies expect their leaders to refrain from fighting other democracies, regardless of the latters’ actions or economic conditions. This expectation accords with Spencer Weart’s view that liberal ideology causes [End Page 63] democratic nations to refrain from attacking other democratic nations.43 The key difference between Weart’s thesis and mine is that I predict that liberal ideology originates in contract-intensive economies, and thus only contract-intensive democracies—not other democracies—are so constrained. In this way, economic norms theory offers an explanation for why the promotion of human rights and democracy abroad appears on the agendas of contract-intensive democracies, but seemingly not on those of democracies that lack contract-intensive economies, or nations with other kinds of political systems. If this monadic thesis is correct, then democratic dyads where at least one state has a contract-intensive economy will be peaceful. Tests that do not control for this pattern would yield misleading results. Constructing the Test Conditions To test my hypotheses, I closely followed the analytic procedures used in a previous study.44 I included all fatal militarized disputes and wars as identified in the Correlates of War Militarized Interstate Dispute data set over the years 1961 to 2001.45 I made one modeling change to this previous study by [End Page 64] controlling for the development level of the more developed state in the dyad and its interaction with geographic distance.46 To my knowledge, two sources of direct contracting data across nations are available: investments in stocks and bonds and life insurance policies. Of all economic sectors to gauge, economic securities and life insurance are probably the most informative because it is the essential need for economic security that compels individuals to form loyalties to patrons or liberal states. Unfortunately, national-level data on stocks and bonds include foreign investment, and foreign investment does not reflect a society’s norms. Life insurance contracts, however, are not affected in this way. These contracts should also serve as an accurate indicator of contracting heuristics because, in predominantly clientelist societies, individuals normally protect their families in the event of death through ties with friends and extended families, as children inherit the debts of their parents as well as the favors owed them. In this type of society, few individuals are likely to trust strangers and the state enough to place their family’s welfare in an insurance contract; prevailing heuristics prevent most from even considering it. In societies where contracting is highly institutionalized, in contrast, comparatively few will have the personalized ties that are sufficiently strong and reliable that they will place their family’s security in them; comparatively larger numbers will act on prevailing heuristics and trust their family’s welfare to strangers in the form of life insurance contracts.47 [End Page 65] I gathered cross-national data on active life insurance contracts collected under the auspices of the World Bank from 1960 to 2000.48 Only sixty-five nations are included in the data, however, and many of these only after 1978. It is possible, however, to expand the data to most countries for this period by adopting a binary threshold and assuming that missing data reflect zero contract norms. This assumption follows from economic norms theory: contract-intensive societies are comparatively reliable providers of economic data because contracts must be enforced, and enforcement requires written records. States that promote markets also have an interest in collecting data on contractual transactions, so that they can monitor and promote contractual economic activity as well as tax it. In contrast, recording and tallying clientelist transactions are difficult tasks because they are framed as favors, which is why much more economic data exist on contract-intensive societies than on others, past and present. For instance, we know that in the eleventh and twelfth centuries, merchants in Cairo engaged in extensive contracting with merchants in Spain, North Africa, the Levant, and even India, because many of these contracts were later discovered in a repository of Old Cairo called the Geniza.49 The insurance data are most comprehensive for the years 1979 to 2000, so I identified the contract-intensive nations as those with existing insurance policies above the median level over this period. Additional tests show that the choice of threshold has no effect on the results. I also obtained identical results, unreported, using the original continuous data with missing values treated as missing.50 Model 1 in table 1 confirms the findings of previous studies regarding the relationship between democracy and fatal militarized disputes from 1961 to 2001. The coefficient for DemocracyL (−0.10) is negative and highly significant, confirming the expectation of democratic peace when the presence or absence of contract-intensive economy is not considered. The performance of most of the control variables is similar to that found in these earlier studies.51 To test the dyadic hypothesis that contract-intensive nations refrain from engaging in militarized disputes with each other, I constructed a binary indicator for both states having contract-intensive economies, which I call “Both States CIE.” As can be seen in table 1, the test yields a startling result: the Both States CIE variable must be dropped from the estimate because it predicts peace perfectly; that is, in the sample from 1961 to 2001, no fatal militarized disputes occurred between two nations with contract-intensive economies. A bivariate chi-square test indicates that this peace cannot be reasonably attributed to chance (p < 0.001). In contrast, with the binary measure “Both Coherent Democracies,” as defined by Edward Mansfield and Jack Snyder,52 ten fatal militarized disputes took place between democratic nations that lacked contract-intensive economies. A bivariate chi-square test suggests that this is about the expected number if democracy in countries without a contract-intensive economy does not cause peace among nations (p < 0.715). To test the monadic hypothesis, I distinguished democratic dyads where one state has a contract-intensive economy from those where neither state has one by including the variable “One State CIE” and its interaction with [End Page 68] DemocracyL. As can be seen in model 2 in table 1, the coefficient for the interactive term DemocracyL x One State CIE (−0.20) is negative and significant. This confirms the supplemental monadic hypothesis of a conditional relationship between contract-intensive economy and democracy. Because the coefficients for constituent terms (DemocracyL) in interactive models are meaningful only for cases where the other constituent term (One State CIE) equals zero, the coefficient for DemocracyL (−0.03) in model 2 confirms the results of the bivariate chi-square tests: in countries without a contract-intensive economy, democracy does not cause peace among nations.53 Models 3 and 4 in table 1 repeat the analyses for the onset of war, defined by convention as militarized interstate disputes that include more than 999 battle deaths. The coefficient for DemocracyL (−0.15) in model 3 is negative and highly significant. This confirms the findings of previous studies regarding the relationship between democracy and war from 1961 to 2001. In model 4 all cases where Both States CIE equals one are excluded because this variable predicts peace perfectly. A bivariate chi-square test indicates that this absence of war among contract-intensive nations is probably not the result of chance (p < 0.10). In contrast, the data yield two wars among coherent democracies where both lacked contract-intensive economies over the sample period: Cyprus and Turkey in 1974 and the Kargil war fought between India and Pakistan starting in 1993 (this dispute continued to 1999 when it reached the war level while both countries were still democratic). A chi-square test indicates that this is approximately the number to be expected if democracy without a contract-intensive economy does not prevent wars among nations (p < 0.857).54 The remaining coefficients in model 4 are substantially identical to the results for fatal militarized interstate disputes in model 2. The coefficient for [End Page 69] DemocracyL x One State CIE (−0.30) confirms the supplemental monadic hypothesis of a conditional relationship between a contract-intensive economy and democracy at the war level; the coefficient for DemocracyL (−0.03) confirms that democracy without a contract-intensive economy does not cause peace among nations. Identical results also appear, for fatal militarized disputes and wars, using the dyadic dummy variable for Both Coherent Democracies. One possible explanation for the insignificance of democracy may be that there are too few cases of democracies without contract-intensive economies. The data, however, do not support this conclusion. Economic norms theory predicts that a contract-intensive economy will cause and stabilize democracy: it is thus no surprise that 88 percent of contract-intensive nation-years from 1960 to 2000 are also coherently democratic.55 But non-contract-intensive nations can experiment with democratic government for a host of reasons, and 49 percent of coherent democratic nation-years do not have contract-intensive economies during this period. Because there are about as many democratic nation-years without contract-intensive economies as there are with them, a dearth of non-contract-intensive democratic cases cannot explain the insignificance of the democratic peace. Could the causal arrow point in the opposite direction, with democracy the ultimate cause of contract-intensive economies and peace? The evidence does not support this conclusion. Correlations among independent variables are not calculated in the results of multivariate regressions: coefficients show only the effect of each variable after the potential effects of the others are excluded. If democracy was a direct cause of both contract-intensive economy and peace, then there would be some variance remaining, after its moderate correlation with contract-intensive economy is excluded, that links democracy directly with peace.56 The insignificance of the DemocracyL coefficients in models 2 and 4 in table 1 indicates that no such direct effect exists. In addition, the scholarly consensus is that higher income per capita, which correlates with the contract-intensive economy variable, is far more likely to cause democracy [End Page 70] than democracy is to cause development.57 Still, the analysis here is not designed to test for reverse causation, though performance of such a test would be a valuable addition to the literature. Robustness tests indicate that in analyses of wars, democracy remains highly insignificant under any examined circumstance. In analyses of fatal disputes, on the other hand, the removal of some control variables can cause democracy to reach significance at the 0.10 level, which is the lowest threshold statisticians normally assign significance. Further tests show that democracy is not significant with the removal of all control variables.58 Nor does democracy become significant under any circumstance when observing only bordering nations. This suggests that if peace exists among non-bordering democracies, it is because non-contract-intensive democracies usually have weak economies and thus refrain from fighting each other because they do not have the capability to do so. The results in table 1 support both aspects of the economic peace: the dyadic unconditional peace and the supplemental monadic peace conditioned by democracy. These patterns conform with the economic norms expectation that a contract-intensive economy promotes liberal values and consolidated liberal democracy. Common preferences and interests cause foreign policy agreement and peace among contract-intensive nations, whereas liberal ideology causes contract-intensive democracies to refrain from using force against other democracies, including those without contract-intensive economies. Democracies that lack contract-intensive economies, on the other hand, have no such constraints and do not perceive common interests within the Westphalian order; thus they tend to fight each other about as often as other nations do. Further calculations indicate that a contract-intensive economy is a powerful force for peace. I could not directly estimate the substantive impact of Both States CIE because it predicts peace perfectly, so I reestimated model 2 after combining the dyadic and monadic measures into a single “super” variable: “One or Both States CIE.” I then included the product of this variable and Both Coherent Democracies to identify cases where both states are democracies and at least one has a contract-intensive economy. The results—unreported for reasons [End Page 71] of space—indicate that, among bordering democracies, a change from neither to one or both states with a contract-intensive economy causes a 97 percent reduction in the probability of fatal dispute onset. None of the remaining variables has an impact of this magnitude.59 Exploration of Alternative Explanations This section examines the possibility that the results discussed above may be explained by variables that I have excluded thus far because economic norms theory predicts that they are at least partly caused by the contract-intensive economy variable. Because correlations among independent variables are not credited to any variable in a multivariate regression, economic norms theory predicts that inclusion of the variables below will reduce the impact of the contract-intensive economy variable. Therefore, this section cannot serve as a test of economic norms theory. Instead, it departs from the theory and examines the possibility that competing theories may account for the results discussed above. Economic norms theory identifies contract norms as a cause of economic development. It is also likely, however, that wealthier individuals are better positioned than poorer ones to engage in contracts. To ensure that the results of model 2 in table 1 are not a function of wealth, I added a control for economic development (see model 1 in table 2). The coefficients for the contract-intensive economy variables hold firmly, and the coefficient for DevelopmentL (0.05) is not significant. This means that the results of this study cannot be attributed to the fact that contract-intensive nations tend to be wealthier than other nations.60 Economic norms theory predicts that individuals in contract-intensive societies will be more likely than individuals in other societies to seek profitable contracts wherever they may find them. Because the nature of governance in contract-intensive nations is expected to reflect the contractualist worldview that good government abets the private pursuit of wealth, it predicts that governments of contract-intensive nations will be more likely than others to encourage foreign trade. Trade per capita is not the same as trade interdependence (trade/gross domestic product), however, and economic norms theory does not predict trade interdependence per se. But contract-intensive nations prefer law over brute force, and thus they are more likely to prefer trade over imperialism in foreign economic policy.61 Richard Rosecrance has argued that the decision to trade rather than to fight is a key factor in explaining peace among trading nations.62 Economic norms theory thus complements Rosecrance’s insights, and the contract-intensive economy variable can potentially account for the pacifying role of trade interdependence in international relations. But the reverse is also possible: trade interdependence may account for peace among contract-intensive nations. This is the view of economic liberals: interstate trade promotes market development, democracy, and peace.63 As can be seen in model 2 in table 2, the coefficient for Trade Interdependence (−0.59) is not significant. It thus appears that contracting is the more likely cause of both trade interdependence and peace among nations. Still, caution must be exercised: the trade variable is close to significant, and this regression model was not designed for resolving this issue. Also, scholars have not settled on how best to gauge trade interdependency.64 Further examination of the impact of trade in conflict is thus warranted. Some explanations for the democratic peace suggest that only democracies with mature or consolidated institutions might be peaceful. In addition, mature democracies may promote contract-intensive economies, suggesting the potential reversal of causation. In model 3 in table 2 the coefficient for Democratic MaturityL (−0.09) is not significant.65 It thus appears that even mature, consolidated democracies are not more peaceful with each other than [End Page 74] other nations. Rather, a contract-intensive economy is the more likely cause of both democratic maturity and the prevailing peace. Economic norms theory predicts that contract-intensive nations will perceive common security interests in the primacy of international law over power politics, causing them to form alliances. Common interests can develop for other reasons, however, and it is possible that alliances may account for the economic peace.66 In model 4 in table 2, the coefficient for Alliance (0.16) is not significant. The evidence thus favors the conclusion that contract-intensive economy partially accounts for the existence of both alliances and peace. As discussed above, Gat has offered several explanations for the peace among developed democratic nations.67 Most of these are broad and unfalsifiable, but he does offer urbanization and size of the service sector as variables, which he suggests make individuals less accustomed to the suffering of war and therefore opposed to it. But a service economy may be a function of contract norms, which encourage the commodification of services as well as of labor and capital. I gauge the variable Service Economy as the proportion of gross domestic product in the service sectors.68 In model 5 in table 2, the coefficient (0.01) is not significant. Analyses of urbanization show that dyads where both states are highly urbanized are significantly more likely than other dyads to engage in fatal disputes. Neither urbanization nor a service economy is thus a likely explanation for the economic peace. Also discussed above, Gartzke argues that free capital markets might explain the developed democratic peace. But these markets could be caused by contract norms, as states promote foreign trade and financial markets diffuse within, as well as across, international borders. Model 6 in table 2 reports the results using Gartzke’s measure. 69  The coefficient for Capital OpennessL (−0.15) is negative and significant, and coefficients for the contract-intensive economy variable also hold firmly. This suggests that, even if there is some causality stemming from the contract-intensive economy variable, free capital markets have an independent impact on the onset of fatal disputes. In short, the data support both Gartzke’s theory and economic norms theory. This result is reasonable, as the theories do not contain incompatible assumptions and are [End Page 75] not mutually exclusive.70 Further tests show that contract-intensive economy is the far stronger variable, with an impact about twice that of capital openness. Subsequent tests for war onsets produced identical results for all variables except Capital OpennessL, which is not significant at the war level. The Greek-Turkish Case An examination of a case study of recent changes in Greece’s economy and its relations with its neighbor Turkey illustrates how economic norms affect the domestic and foreign politics of nations. I chose this case because both countries have experienced many years of “coherent” democracy as defined above: Greece since 1975, with eighty-four years of democracy previously; and Turkey since 1983, with twenty-five years of democracy previously.71 Nevertheless, from 1960 to 2000, twenty militarized interstate disputes occurred between the two countries, five of which resulted in fatalities. If economic norms theory is correct, these tensions were a function of nationalist and xenophobic attitudes of voters on both sides. In 1990 Greece transitioned from a clientelist to a contract-intensive economy. This offers a direct opportunity to test the economic norms expectation that Greece’s transition to a contract-intensive economy should have been followed by substantial moderation and rationalization of Greek domestic and foreign politics, including Greece’s relations with Turkey. As discussed earlier, an increase in the use of contracts is thought to have political and geographic root causes. For Greece, the political roots stem from a desire to join the European Community (EC) and the role played by the EC in giving politicians an “excuse” to make institutional changes, such as the equitable enforcement of banking and trade laws, which favors the transition to a market economy. Geographically, Greece’s entry into the EC was followed by a substantial increase in foreign investment into the country from 1980 to 1995.72 Starting in 1986, the rate of growth in life insurance contracting in Greece increased dramatically; it crossed the global median into contract-intensive status in 1990. Still, in the year 2000 Greece’s level of per capita life insurance [End Page 76] contracting was only one-twenty-fifth that of the contract-intensive standard-bearers Japan, Switzerland, and the United Kingdom. Most observers agree that the mid-1990s was a turning point in Greek politics. Before then, the two main parties, the Panhellenic Socialist Movement (PASOK) and New Democracy (ND), were primarily agents of bureaucratic clientelism. As economic norms theory would expect, both parties were highly personalist and centered on charismatic leaders prone to populist and ideological bombast.73 Interparty relations were tense and based on opposing social identities and systems of patronage.74 The rule of law was weak,75 and distrust of the state ran deep76; in addition, the people identified with “the political parties rather than governments.”77 In foreign policy there was an “exclusivist notion of ‘Greekness.’”78 In the 1980s and early 1990s, PASOK won elections with the xenophobic, anticapitalist, anti-American, and anti-European rhetoric of its populist leader, Andreas Papandreou. In 1976 Greece confronted Turkey on issues in the Aegean over which the International Court of Justice later ruled the Greeks had no case. When a similar issue arose in 1987, Prime Minister Papandreou asserted that it was time to “teach the Turks a hard lesson.”79 The two countries came close to war in 1976, 1987, and 1996.80 Although during this period Greek and Turkish leaders made frequent attempts to resolve their differences, “these initiatives were not sustainable in the face of an adverse political climate, limited social contacts, high level of biases, and sensationalist press.”81 The watershed moment in Greek politics came in 1996, when Papandreou died and PASOK elected Costas Simitis to replace him. The gulf separating the two leaders was vast. Simitis was elected largely on the platform of [End Page 77] Eksynchronismos (modernization). In the words of Kevin Featherstone, “Simitis and his supporters advocated a greater separation of party from the state” and a break from the “bureaucratic clientelism of the recent past.” Whereas Papandreou “exercised a dominant authority over his party,” Simitis was “more managerial and technocratic.”82 As economic norms theory would expect, PASOK’s choice of a reformer reflected deep-seated changes in Greece’s political culture. The opposition ND also moved to the center, with the nationalist posturing and ideological bravado of both parties largely disappearing from Greece’s political discourse.83 A “cultural shift” occurred,84 as the new rhetoric of reform struck a strong chord with the electorate, which increasingly viewed the leaders of the country’s oldstyle politics as “dinosaurs.”85 Voters began to distance themselves from Greece’s political parties; legal institutions became more central to everyday life; and a “new sense of security changed the way ordinary citizens viewed public life.”86 Reflecting an increased respect for the rule of law, the two leading parties agreed on new protections for individual rights in the constitution. 87 Still, a minority continued to vocalize opposition to what many Greeks called Greece’s growing “Europeanization,” led by Archbishop Christodoulos. Both leading parties also backed fundamental changes in Greece’s foreign policy.88 For Europe, the country that was once viewed as the “black sheep” of European foreign policy had evolved into a more consensual partner.89 Prior to the late 1990s, Greece maintained an uncompromising approach in its relations with Albania, Bulgaria, and Macedonia, and was widely viewed in Europe as the “bully of the Balkans.” In the late 1990s, however, a more cooperative attitude emerged, and Greece’s relations with these countries greatly improved.90 This realignment with other contract-intensive countries following Greece’s own transition to a contract-intensive economy, and its more cooperative attitude toward other democracies, accords with expectations of economic norms theory. [End Page 78] Greece’s foreign policy toward Turkey also underwent fundamental change in the late 1990s.91 Reflecting a change in Greek attitudes, foreign minister Theodoros Pangalos—considered a hard-liner—asserted that “we Greeks must get over the old knee-jerk reaction that if something is bad for Turkey it is good for us.”92 The most significant change occurred in 1999, when Greece moved from perennial obstructer to supporter of Turkey’s membership bid to join the European Union (EU). In all likelihood, this move was not strategic but an outcome of deep-seated shifts in Greeks’ perceptions of their national interest.93 Greek scholars and think tanks have stressed that it is in Greece’s interest to have Turkey in the EU as a partner.94 From 2000 to 2004, Greece and Turkey signed twenty-five major agreements; from 1970 to 2000 there were none.95 It must be recalled, however, that fundamental differences remain over the division of Cyprus and exploitation of the Aegean seabed.96 Resolution of the deeper issues in Greek-Turkish relations would also require change in how Turkish leaders perceive their interests. Unlike Greece, Turkey has not transitioned to a contract-intensive economy. If economic norms theory is correct, then Turkish politics should appear similar to Greek politics before Greece’s transition; this would include strong party loyalties, intense identity issues, and fear of outsiders in the country’s political discourse. In foreign policy, compromise should be difficult, as opposition parties seeking to garner the nationalist identity seize any reason to criticize the government for “giving in” to outsiders. Most observers agree that the above description characterizes Turkish politics today. There is no significant liberal party concerned with individual rights, equal enforcement of the law, or transparency in government. The left is characterized as favoring the elite-led modernization project, which increasingly includes “an intensifying nationalism with an underlying xenophobia”; the right emphasizes communitarian religious identity and social conservatism.97 [End Page 79] Turkey’s national identity includes a strong ethnoreligious dimension, and communitarianism remains a prominent feature: it continues to be a criminal offense to insult Turkishness. The political parties are weakly institutionalized and headed by strong, charismatic leaders who compete over state rents with ideological and populist appeals. Voters identify with parties, and the parties offer competing images of national identity.98 Although Turkey has contributed in many ways to the rapprochement with Greece, domestic core values continue to place constraints on further progress. For instance, Turkey could grant more religious freedom to its Orthodox community. 99 But with the international community, Turks feel that they can rely only on themselves, and the EU concern over Turkey’s human rights record is widely viewed “as part of a design to undermine Turkish national unity.”100 Engagement with Greece is considered risky for any incumbent government because it tends “to generate widespread nationalist sentiments.”101 The opposition can easily brand concessions, even if mutual, as giving in to outsiders and contrary to Turkish interests. Public opinion surveys in Turkey show that there continue to be very low levels of trust in the society, and “popular sentiment towards Greeks tends to be quite negative.”102 Turkey may have engaged with Greece in part due to the “earthquake diplomacy” that occurred after the catastrophic earthquake that struck Turkey in August 1999.103 Consistent with the economic norms expectation of a new universalism in Greek identity, many Greek individuals, nongovernmental organizations, and local authorities, in addition to the Greek government, offered substantial help to the Turks in their time of need. This opened a temporary window of good feeling toward Greece in Turkey that allowed Ankara to sign a number of confidence-building measures with Athens. [End Page 80] An alternative explanation for the improvement in Greek-Turkish relations might be the constraining and moderating role of the EU. It is true that Turkey’s constructive responses to Greek initiatives have been at least partly aimed at satisfying EU conditions for full membership. For instance, after refusing for decades to allow an international solution to the Cyprus dispute, Ankara acquiesced after the EU made doing so a condition of Turkey’s candidacy. In this way, the carrot of the EU acts as political cover for Turkish politicians, just as the EC once did for Greek politicians, offering leaders an “excuse” for “giving in” to the foreigners. Given Greece’s full membership in the EU since 1981, however, EU incentives do not offer a satisfying account for the changes in Greek politics and foreign policy in the 1990s. Recognition of the EC’s role in Greece’s transition to a contract-intensive economy suggests some promise for a more stable peace between Greece and Turkey in the years ahead. Like Greece in the 1980s, after Turkey became an official EU candidate, it experienced an explosion of foreign direct investment. 104 In the 1990s Turkey also experienced a rise in per capita life insurance contracting. If the rate of growth of the 1990s continues, the country will pass the contract-intensive threshold in the year 2019. If the time lag for political change after the economic transition in Turkey is the same as it was in Greece (seven years), significant moderation and individualization of Turkey’s political culture may occur around 2026. If the EU continues to act as an incentive for institutionalizing the market and as a source of foreign investment, Turkey’s change could come sooner.105 Economic norms theory would predict that when this happens, all of Turkey’s security-related issues with Greece will be positively and permanently settled; the enduring rivalry will end; and fatal militarized confrontations in this dyad will be a thing of the past. Conclusion Many policymakers and scholars of international relations believe that the promotion of democracy abroad will enhance global order and the security of the United States and its allies. Yet since the terrorist attacks on New York and [End Page 81] Washington on September 11, 2001, efforts to promote democracy as part of U.S. grand strategy in the Muslim Middle East only increased the influence of anti-U.S. factions in the region, including in Egypt, Lebanon, and the Palestinian territories. This study challenges the strategic assumptions of U.S. policymakers by showing that democracy is not a likely cause of peace among nations. Rather, domestic economic conditions appear to be the main factor in promoting peace. Scholars have erroneously linked democracies with peace because most contract-intensive nations are democratic. But this study showed that about half of all democratic nations lack contract-intensive economies, and these democratic countries are not peaceful. Indeed, all the potential exceptions to the democratic peace—such as the Spanish-American War, the Continuation War of Finland against the Allies during World War II, and the Kargil war between India and Pakistan—are easily accounted for in this study because in each of these wars the democracy on at least one of the sides lacked a contract-intensive economy. This article examined the implications of economic norms theory, which integrates the insights of bounded rationality with research by economic historians to show how voter preferences for democracy and respect for individual rights and equal protection under the law may be rooted in the conditions unique to social market economies, where individuals trust both strangers in making contracts and a state that enforces them with impartiality. In many middle- and low-income countries, in contrast, high structural unemployment encourages dependence on the patronage of friends and family. This dependency can promote the heuristics of identifying and trusting in-groups and their leaders, and distrusting strangers from out-groups and state institutions. The study traced the path of causation from economic norms to interstate peace across levels of analysis and methodologies and found that contract-intensive societies are associated with higher levels of trust. It is not this trust, however, that causes peace among contract-intensive nations: peace is the result of a fundamental agreement among voters and elites in these countries on the Westphalian order of sovereign states, including the primacy of international law over power politics and imperialist bullying. This agreement emerges from the heuristics of their common economic way of life. Leaders of states with contract-intensive economies thus perceive common security interests in defending the global status quo and are in natural alliance against any state or nonstate entity that seeks to challenge it. Although democracies are not inherently peaceful, there is a conditional role for democracy in the economic peace: Because contract-intensive economy [End Page 82] promotes the heuristics that value individual freedom and equitable government, most contract-intensive nations have liberal democratic governments. Valuing democracy, voters and elites in contract-intensive democracies tend to value the promotion of individual rights and democracy abroad. They therefore restrain themselves from fighting other countries perceived as democratic, regardless of their economic or foreign policy behavior. These patterns were confirmed in the quantitative analyses and in a case study of Greece and Turkey.
Empirical studies prove—global capitalism solves war 

Gartzke, 05 - associate professor of political science at Columbia University and author of a study on economic freedom and peace contained in the 2005 Economic Freedom of the World Report (Erik, “Future Depends on Capitalizing on Capitalist Peace,” 10/18, Windsor Star, http://www.cato.org/pub_display.php?pub_id=5133)

With terrorism achieving "global reach" and conflict raging in Africa and the Middle East, you may have missed a startling fact - we are living in remarkably peaceable times. For six decades, developed nations have not fought each other. France and the United States may chafe, but the resulting conflict pitted french fries against "freedom fries," rather than French soldiers against U.S. "freedom fighters." Tony Blair and Jacques Chirac had a nasty spat over the EU, but the English aren't going to storm Calais any time soon. The present peace is unusual. Historically, powerful nations are the most war prone. The conventional wisdom is that democracy fosters peace but this claim fails scrutiny. It is based on statistical studies that show democracies typically don't fight other democracies. Erik Gartzke is associate professor of political science at Columbia University and author of a study on economic freedom and peace contained in the 2005 Economic Freedom of the World Report, published by the Fraser Institute in cooperation with the Cato Institute. Yet, the same studies show that democratic nations go to war about as much as other nations overall. And more recent research makes clear that only the affluent democracies are less likely to fight each other. Poor democracies behave much like non-democracies when it comes to war and lesser forms of conflict. A more powerful explanation is emerging from newer, and older, empirical research - the "capitalist peace." As predicted by Montesquieu, Adam Smith, Norman Angell and others, nations with high levels of economic freedom not only fight each other less, they go to war less often, period. Economic freedom is a measure of the depth of free market institutions or, put another way, of capitalism. The "democratic peace" is a mirage created by the overlap between economic and political freedom. Democracy and economic freedom typically co-exist. Thus, if economic freedom causes peace, then statistically democracy will also appear to cause peace. When democracy and economic freedom are both included in a statistical model, the results reveal that economic freedom is considerably more potent in encouraging peace than democracy, 50 times more potent, in fact, according to my own research. Economic freedom is highly statistically significant (at the one-per-cent level). Democracy does not have a measurable impact, while nations with very low levels of economic freedom are 14 times more prone to conflict than those with very high levels. But, why would free markets cause peace? Capitalism is not only an immense generator of prosperity; it is also a revolutionary source of economic, social and political change. Wealth no longer arises primarily through land or control of natural resources. New Kind of Wealth Prosperity in modern societies is created by market competition and the efficient production that arises from it. This new kind of wealth is hard for nations to "steal" through conquest. In days of old, when the English did occasionally storm Calais, nobles dreamed of wealth and power in conquered lands, while visions of booty danced in the heads of peasant soldiers. Victory in war meant new property. In a free market economy, war destroys immense wealth for victor and loser alike. Even if capital stock is restored, efficient production requires property rights and free decisions by market participants that are difficult or impossible to co-ordinate to the victor's advantage. The Iraqi war, despite Iraq's immense oil wealth, will not be a money-maker for the United States. Economic freedom is not a guarantee of peace. Other factors, like ideology or the perceived need for self-defence, can still result in violence. But, where economic freedom has taken hold, it has made war less likely. Research on the capitalist peace has profound implications in today's world. Emerging democracies, which have not stabilized the institutions of economic freedom, appear to be at least as warlike - perhaps more so - than emerging dictatorships. Yet, the United States and other western nations are putting immense resources into democratization even in nations that lack functioning free markets. This is in part based on the faulty premise of a "democratic peace." It may also in part be due to public perception. Everyone approves of democracy, but "capitalism" is often a dirty word. However, in recent decades, an increasing number of people have rediscovered the economic virtues of the "invisible hand" of free markets. We now have an additional benefit of economic freedom - international peace. The actual presence of peace in much of the world sets this era apart from others. The empirical basis for optimistic claims - about either democracy or capitalism - can be tested and refined. The way forward is to capitalize on the capitalist peace, to deepen its roots and extend it to more countries through expanding markets, development, and a common sense of international purpose. The risk today is that faulty analysis and anti-market activists may distract the developed nations from this historic opportunity.
